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Oplopos Kwdikwv Hamming

Definition (Hamming Codes)
For any positive integer m > 3 there exists an (n, k) code & with the
following parameters

@ codelengthn =2" —1;

@ number of information symbols k = 2™ —m — 1;

@ number of parity-check symbols m = n — k; and

@ error correcting capability t = 1 (dpin = 3).

Such a code is called a Hamming code
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Oplopog Kwdikwv Hamming (ouv.)

Property
Hamming codes have the following properties:

@ the parity-check matrix H consists of all the nonzero m-tuples as
its columns

@ in systematic form H = (I,,, Pt) and the rows of P are the nonzero
m-tuples of weight > 2

@ in systematic form G = (P Iyn_p,_1)
The minimum distance of ¢ equals 3 since, for any columns h;, h; of H,

we have
Jhy : hk:hi+hj

(hint: v- H* = 0)
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Mapdaderypa (7,4) Kodwka (ouvv.)

The parity-check matrix of the (7, 4) linear block code % is given by

1001011
H=|0101110
0010111

This is a Hamming code with parameters
@ codelengthn =7 (2% — 1)
@ number of information symbols k = 4 (23 — 3 — 1)

@ number of parity-check symbols m = 3 (7 — 4)
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[610tteg Kwdikwv Hamming

Definition (Perfect Codes)

An (n, k) t-error-correcting code ¥ is called a perfect code if its standard
array has all error patterns of weight < t as coset leaders, and no others

Proposition
Hamming codes are perfect single-error-correcting codes

Proof

There exist 22"~ possible words, 22" ~"~! codewords, and 2™ error
patterns of weight < 1 (and length 2™ — 1) |
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[0t teg Kwdikwv Hamming (ouv.)

Definition (Shortened Hamming Codes)

Any code obtained from an (2™ — 1,2™ — m — 1) Hamming code & by
deleting I columns from H is called a shortened Hamming code

Such codes have the following parameters
@ codelengthn =2" —1—-1;
@ number of information symbols k =2 —m — [ —1;
@ number of parity-check symbols m = n — k; and

@ error correcting capability dp,;, > 3.

Note: rate is decreased
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[0t teg Kwdikwv Hamming (ouv.)

Example

Suppose we delete from P* in H all even-weight columns; then we obtain
a code of length 2"~1, and

@ all columns in H have odd weight;
@ no three columns add to zero; and

@ minimum distance equals dp,;, = 4.

Definition (Dual Hamming Codes)
The dual of an (2™ — 1,2™ — m — 1) Hamming code % is an (2" — 1, m)
linear block code

@ its codewords are the 2™ — 1 vectors of weight 2”1, plus the

all-zero vector
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[0t teg Kwdikwv Hamming (ouv.)

The weight enumerators A(z), B(z) of a Hamming code and its dual are
given by

m

Az =2m(1+2) 7 [0+ o=

B(z) =1+ (2" - 1)z (2)
So, it is easier to compute the probability Pr,(E) using (2)

The Hamming codes can be decoded by using the techniques mentioned
so far
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['evikd IMept LDPC Kwéikwv
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Low-density parity-check (LDPC) codes are an important class of
Shannon limit (or channel capacity)-approaching codes

They were discovered by Gallager in the early 60’s but ignored; it
was Tanner’s work that played a key role
» graphical interpretation of LDPC codes

Gallager did not provide a method to allow for algebraic and
systematic construction of LDPC codes

> they are specified in terms of their parity-check matrices

» constructions based on finite geometries are now used

Compared to turbo codes, LDPC codes
> do not require a long interleaver to achieve good performance
> have better block error performance
» have a much simpler decoding (as it is not Trellis based)
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Oplopo6s LDPC Kwdikwv

Definition (LDPC Code)

An LDPC code ¥ is defined as the null space of a parity-check matrix H
that has the following structural properties:

@ each row and column of H consists of p and « 1’s respectively;

© the number X of 1I’s in common between two columns of H, satisfies
A <1;and
© both p, v are small compared to the length n of the code and the
number of rows in H
Such an LDPC code is called (v, p)-regular LDPC code; otherwise, it is
called irregular.
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Oplopog LDPC Kwéikwv (ovv.)

Definition (Density of LDPC Code)

The density r of an LDPC code % is defined as the number of 1’s in H
over the total number of its entries:

rzg =3 r:% (3)

where ] is the number of rows in H (hint: 3 p/ = yn 1’s in H)

Note
@ Property 2 also implies that no two rows of H have more than one 1
in common
@ The rows of H need not be LI; if they are LI, thenJ =n — k

> in general, we need to find rank(H)
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[Mapdderypa LDPC Kwdika

The parity-check matrix of an (15, 7) LDPC code is shown next, with
density 0.267

=

Il
OO0 O0OOHHFHFOFROOORO
OO0 HOHOOOR, OO
OO0 OHHOHOOOROOO
OO ORHOFHROOOH,HOOOO
OCOrRrHROFHROOOHOOOOO
OrRr R OFHROOOHROOOOOO
HHEFOFROOOHOOODOOOO
HOFROOOFROOOOO OO
O OO0OOrROOOOOOO K
HOOOrHROOOOOoOOoOOoO~HFHO
QOO OO0OO0ODOOOOHRFOK
OO OO0 OOHHFEOFO
OrHrOOO0OO0OO0OOOHKFHORFR OO
HOOO0OO0OO0OOORRFEFOF,OOO
OO0 O0OO0OO+—HHOROOOKR

This is a (4, 4)-regular LDPC code
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Kataokeun LDPC Kwdika

Construction (Gallager)

@ Choose positive integer k > 1, and parameters p, v

@ Constructa kvy x kp parity-check matrix H as follows
H, Hyy --- Hyy
H=|:=|: “)
H, H, - Hy,

and each block H;,i =1, ...,v, hassize k x kp
whereas blockHy;,j = 1,...,k hassize k x p

© Fixthe p I’s of the jth row of H; to be in the jth row of Hy;

Hjj=|1,] < jthrow (5)
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Kataokeun LDPC Kwdwka (ouvv.)

@ Obtain the other submatrices Ho, . . ., H, from H; by appropriate
column permutations

@ The parity—check matrix H has kpy 1’s and a total of k?p entries;
therefore its density is
1
=%
Note

@ We can make the density arbitrarily low by choosing large k

@ The problem with this construction is that no systematic way is
proposed for choosing the column permutations for Hs, ..., H,
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