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Construct validation of analytic
rating scales in a speaking
assessment: Reporting a score
profile and a composite

Yasuyo Sawaki Educational Testing Service, Princeton

This is a construct validation study of a second language speaking assessment
that reported a language profile based on analytic rating scales and a compos-
ite score. The study addressed three key issues: score dependability, conver-
gent/discriminant validity of analytic rating scales and the weighting of ana-
lytic ratings in the composite score. Confirmatory factor analysis (CFA) and
multivariate generalizability theory (G theory) were combined to analyze the
responses of 214 admits to a study-abroad program to two role-play speaking
tasks in a Spanish speaking assessment designed for student placement and
diagnosis. The CFA and G theory approaches provided complementary infor-
mation, which generally confirmed the key features of the assessment design:
(1) the multicomponential and yet highly correlated nature of the five analytic
rating scales: Pronunciation, Vocabulary, Cohesion, Organization and
Grammar, (2) the high dependability of the ratings and the resulting place-
ment decisions appropriate for the high-stakes decision-making context based
on these analytic rating scales and the composite score, and (3) the largest
contribution of Grammar to the composite score variance, which was consis-
tent with the intention of program faculty members to reflect in the test design
the relative importance of knowledge of grammar for students’ academic suc-
cess in the study-abroad program.

I Introduction

In second language performance assessment, analytic rating scales
are often used to assess candidates’ language ability within a single
modality (e.g., speaking). Rationales in the literature for adopting
analytic over holistic rating scales include the availability of rich
information about examinees’ language ability (Brown & Bailey,
1984; Pollitt & Hutchinson, 1987; Kondo-Brown, 2002; Bachman,
Lynch & Mason, 1995); increased accuracy of ratings by drawing
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356 Construct validation of analytic rating scales

judges’ attention to specific criteria (Brown & Bailey, 1984); and con-
sistency with the current multicomponential definition of language
ability (Bachman, Lynch & Mason, 1995). Scores based on analytic
rating scales can be reported in various forms. Multiple scores from
individual scales can be reported separately as a language profile. They
can also be accompanied by some sort of an overall score, which can
be an additional rating obtained on an overall scale (e.g., Elder, 1993;
McNamara, 1990, 1996); or a composite score obtained by averaging
or summing across the scores on analytic scales by weighting all com-
ponents equally (e.g., Brown & Bailey, 1984; Kondo-Brown, 2002) or
differentially (e.g., Jacobs et al., 1981; Weigle, 1998).

In order for multiple scores reported within a language modality
based on analytic rating scales to be useful for an intended purpose,
empirical evidence must support the test design in three ways. First,
empirical interrelationships among analytic rating scales must show
that the scales are related to one another (convergent validity), and
also distinct enough so that each scale provides information about a
unique aspect of a candidate’s language ability (discriminant validity).
Second, when an overall score is reported in addition to analytic rat-
ings, the empirical relationship of the analytic scales to the overall
score, i.e., the weighting of individual analytic rating scales in an
overall score, should be congruent with the relative importance of
different aspects of language ability for a given purpose of assess-
ment in a particular context. Finally, ratings provided by raters
should be reliable, and decisions made based on such ratings should
be dependable for analytic ratings as well as an overall score.

In reference to these three key issues, a number of previous studies
have addressed score dependability, while only a few have examined
convergent/discriminant validity, and relationships between analytic
ratings and an overall score. As an attempt to narrow this gap, the
present study investigated these issues for a Spanish speaking assess-
ment by combining confirmatory factor analysis (CFA) and multi-
variate generalizability theory (G theory).

II Review of literature

The validation issue that has received the most attention in previous
research into L2 performance assessments based on analytic rating
scales is score dependability. Previous researchers addressed this
topic extensively by employing G theory (Cronbach, Gleser, Nanda &
Rajaratnam, 1972; Shavelson & Webb, 1991) and item response the-
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ory approaches such as many-facet Rasch measurement (Linacre,
1989; Wright and Masters, 1982) as implemented by the computer
program FACETS. Moreover, previous researchers who combined
both in their analyses of second language performance assessments
(Bachman, Lynch & Mason, 1995; Lynch & McNamara, 1998)
advanced our understanding of the complementary role that these two
analytic approaches play. On the one hand, G theory analyses of sec-
ond language performance assessments (e.g., Brown & Bailey, 1984;
Lynch & McNamara, 1998) have offered a principled approach to
assessment design at a global level. In this approach, the information
about score variability due to different sources of variation (e.g., can-
didates’ true differences in their ability, rater severity, task difficulty
and their interactions) guides test developers in determining, for
example, how many tasks and ratings are required to achieve a
desired level of score dependability to make various types of deci-
sions. On the other hand, applications of many-facet Rasch measure-
ment (e.g., Brown, 1995; Kondo-Brown, 2002; Lumley & McNamara,
1995; McNamara, 1990; 1996; Weigle, 1998; Wigglesworth, 1993)
have functioned as a magnifying glass, where the analysis allowed
score users to take a closer look at individual candidates, raters and
tasks. This line of research boosted our understanding of individual
rater behaviors, in particular. For example, information about a
rater’s overall severity, and rating consistency over time, as well as
systematic scoring patterns observed when a particular rater encoun-
ters a particular rating scale, task or candidate (rater bias), con-
tributed useful information for rater training and monitoring (e.g.,
Kondo-Brown, 2002; Lumley & McNamara, 1995; Weigle, 1998;
Wigglesworth, 1993).

In contrast with the richness of previous research on score depend-
ability, relatively little empirical evidence is currently available about
the interrelationships, or convergent/discriminant validity, among
analytic rating scales. Some relevant information can be found in two
types of previous investigations. First, factor analytic studies showed
that, for example, analytic rating scales for speaking assessments
loaded together to form a distinct factor when modeled with other lan-
guage ability measures in other modalities (e.g., Bachman, Davidson,
Ryan, & Choi, 1995; Carroll, 1983; Kunnan, 1995; Shin, 2005).
Second, recent applications of multivariate G theory (Cronbach et al.,
1972; Webb, Shavelson & Maddahian, 1983; Brennan, 2001) to lan-
guage assessments reported high universe-score correlations (a G the-
ory analogue of correlations adjusted for measurement error) among
analytic rating scales in language assessments (e.g., Lee, 2005; Lee &
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Kantor, 2005; Sawaki, 2003, 2005; Xi, 2003). However, previous
studies did not systematically attempt to falsify alternative explana-
tions about interrelationships among analytic rating scales within a
single modality, either because it was not the focus of a given inves-
tigation or because the analytic approach employed did not allow a
close investigation of this issue.

With regard to the relationship of analytic rating scales to an
overall score, even less information is available. Two studies by
McNamara (1990) and Elder (1993) touched upon this in contexts
where a separate overall rating and analytic ratings for different
aspects of language ability were obtained. For example, in his
FACETS analysis of the analytic scales in the Speaking and Writing
sections of the Occupational English Test (OET) in Australia,
McNamara (1990) identified an unexpected interdependence
between two rating scales, Overall Effectiveness (overall rating
scale) and Resources of Grammar and Expression (one of the ana-
lytic rating scales), by inspecting the fit measures for the scales.
McNamara (1990) speculated that this finding might be explained by
an overriding role that the grammar scale played in the raters’ judg-
ments on the overall scale. A multiple regression analysis showed
that as much as 68—70% of the total variances on the overall ratings
for both the Speaking and Writing sections were accounted for by the
performance on the grammar rating scale devised in each section,
confirming McNamara’s hypothesis. In a similar vein, Elder (1993)
also conducted a stepwise multiple regression analysis on the ratings
given by content specialist vs. ESL specialist rating groups regarding
English language behaviors of math teacher trainees in a classroom
observation schedule and found that the two rater groups weighted
different analytic scales differentially.

Besides the two studies above, there are few other recent language
assessment studies that address the empirical relationship of analytic
rating scales to an overall score. Some previous studies indicated how
different analytic rating scales were weighted for obtaining a com-
posite score. For example, Weigle (1998) reported the use of differ-
ential weighting of components in an ESL writing placement exam,
where the score on one dimension (Language) was doubled before it
was combined with two other ratings (Content and Rhetorical Control)
to obtain a composite. Note, however, that these are nominal weights,
or the weights that are used for calculating a composite score.
Although nominal weights often represent the test developer’s desired
weights, reflecting the relative importance of different components,
for example, the nominal weights are not necessarily the same as
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effective weights (Wang & Stanley, 1970), namely, the degree to
which individual rating scales empirically contribute information to a
composite. Wang and Stanley (1970) pointed out that a common mis-
conception is that nominal weights are equal to effective weights. The
effective weight of a given rating scale is a function of three things:
(1) the nominal weight given to the scale; (2) the variance of the scale;
and (3) the covariances of the scale with the others (Bachman, 2005;
Peterson, Kolen, & Hoover, 1988; Wang & Stanley, 1970). An impor-
tant implication of this argument is that assigning a larger nominal
weight to a given rating scale may not necessarily lead to a greater
weighting of that scale than the others when (1) the variance of the
scale is small, (2) the covariances of the scale with the others are
small, or both. Accordingly, the empirical contribution of individual
rating scales to a composite score should be monitored throughout
test development and validation. Previous empirical studies in other
fields addressed the issue of how best to weight different components
to achieve optimum reliability or to maximize the degree of match
between actual vs. desired weighting of different components in a
composite as defined in test specifications (e.g., Jarjoura & Brennan,
1982, 1983; Li, 1990; Kane & Case, 2004; Marcoulides, 1994).
However, it is perhaps fair to say that this important topic has not
received the attention that it deserves in the language assessment lit-
erature so far.

Considering the critical importance of investigation into conver-
gent/discriminant validity and the interrelationships among analytic
rating scales and a composite, the dearth of empirical studies that
address effective weights of analytic rating scales is quite puzzling.
A primary reason for this may be that previous investigations of L2
performance assessments have made extensive use of univariate ana-
lytic approaches that do not offer the full machinery to address this
issue. Univariate analytic approaches such as univariate G theory and
unidimensional IRT models (e.g., many-facet Rash measurement)
assume, by definition, the presence of a single construct of interest.
For this reason, in a typical FACETS analysis, for example, a single
ability estimate is obtained per examinee, while analytic rating scales
themselves are specified as a facet of measurement (i.e., part of the
test method). This conceptualization of analytic rating scales does
not seem to be fruitful, however, because what one is communicat-
ing loud and clear by employing such scales is the presence of more
than one ability of interest. Multivariate analytic approaches allow
not only specification of multiple constructs but also an investigation
of convergent/discriminant validity among analytic rating scales,
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which in turn serves as the basis for exploring the relationships of the
scales to a composite score.

III The language ability assessment system (LAAS)
Spanish test

In this study, data from the Speaking section of the Language Ability
Assessment System (LAAS) Spanish test were analyzed. The LAAS
is a criterion-referenced assessment of Spanish for academic purposes
developed at the University of California, Los Angeles (UCLA) for
assessing the readiness of University of California (UC) students who
had already been admitted to a study-abroad program, the Education
Abroad Program (EAP), sponsored by the University. There were two
main purposes of the LAAS test: (1) to place EAP admits into either
a full academic immersion program or a sheltered language program,
and (2) to provide candidates with diagnostic feedback on their aca-
demic Spanish language ability in four modalities: reading, listening,
speaking and writing. In this instrument, the construct, Spanish lan-
guage ability, is defined as multicomponential. Accordingly, a single
score is reported for each modality and, in addition, score profiles
based on analytic rating scales for speaking and writing.

The LAAS design rationale and the test development procedure
were discussed by Bachman, Lynch and Mason (1995). In order to
serve the needs and context of its use in the EAP program, the test
developers conducted an informal needs assessment, where they col-
lected information about language needs in the EAP program from
both EAP faculty members and previous attendees (Bachman, Lynch,
Mason & Egbert, 1992).

The entire LAAS Spanish test was approximately two hours long
and was administered via videotape in language laboratories. One
unique feature of this test was the use of a common theme across all
four sections. This test design reflected the results of the needs analy-
sis, which suggested that EAP students were often required to process
the same content in more than one modality by, for example, writing
or speaking about what they had read and heard in their reading
assignments and lectures (Bachman, Lynch & Mason, 1995). To sim-
ulate a real academic context, in Part 1 (Reading) candidates read
materials directly related to the lecture to be presented in Part 2 and
answered short-answer reading comprehension questions. In Part 2
(Listening), they first watched an introductory lecture delivered in
simple Spanish, to provide some context for the academic lecture that
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followed. After that, candidates watched a 10-12 minute segment of
an actual academic lecture videotaped at an institution abroad and
then responded to short-answer listening comprehension questions. In
Part 3 (Speaking), candidates completed two speaking tasks based on
the content of the academic lecture given in Part 2. Finally, in Part 4
(Writing), candidates had an opportunity to write an essay, which
required them to integrate what they had read in the Reading section
and what they had heard in the Listening section, and relate the infor-
mation to their major field of study or their personal life.

The Speaking section consisted of two role-play tasks. Candidates
were instructed to imagine that they were visiting the professor who
delivered the introductory lecture in Part 2 and that the professor
would ask them to first, summarize the lecture in their own words,
and second, to elaborate on a point discussed in the lecture by relat-
ing it to their own experiences. For each of the speaking tasks, can-
didates were given one minute for preparation and three minutes to
respond to the task. The candidates spoke into tape recorders to
record their speech samples.

Reflecting the multicomponential definition of speaking ability in the
LAAS, the scoring rubric for the Speaking section consisted of five ana-
Iytic rating scales: Pronunciation, Vocabulary, Cohesion, Organization
and Grammar (see Appendix A for the rating scales). Among the five rat-
ing scales, all except Grammar were rated on a 4-point scale, ranging
from 1 (“no evidence”) to 4 (“good”). In contrast, Grammar was on a
7-point scale, ranging from 1 (“no systematic evidence of range and con-
trol of few or no structures; errors of all or most possible are frequent”)
to 7 (“complete range and no systematic error, just lapses”).

Two independent ratings were obtained on the five analytic rating
scales for each candidate’s response to each of the two speaking
tasks. When a discrepancy was observed between the two ratings on
any examinee response, another rating was provided by a third rater,
and the closest two scores out of the three were used for score report-
ing. Six scores were reported to candidates for the speaking section.
Each candidate received separate scores for the five rating scales,
each of which was the mean across the four ratings after the adjudi-
cation (two independent ratings for each of the two speaking tasks).
A composite score, which was the grand mean across all the 20 rat-
ings, was reported as the Overall Speaking score as well.

The placement decisions were made in a non-compensatory
manner. The test developers suggested cut scores of 3 (“moderate”) for
Pronunciation, Vocabulary, Cohesion and Organization and 4 (“large,
but not complete range and control of some structures used, but with
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many error types”) for Grammar for entering a full immersion EAP.
Individual EAP program advisors from each UC campus placed can-
didates into either sheltered language courses or full immersion pro-
grams based on the lowest score on any of the five rating scales,
along with any other information. The LAAS placement decisions were
rather high stakes. Since sheltered language programs were not avail-
able at some hosting institutions, differential placements sometimes
meant that students had to move to different universities.

One point to note in this rating scale design is the use of the
increased score points for Grammar compared to the others. A primary
reason for the test developers’ decision to do so was to adequately
differentiate among different levels of grammar knowledge. Another
important reason was to reflect the EAP Spanish instructors’ percep-
tion of the relative importance of grammar knowledge for EAP
admits’ success in the program (Bachman, personal communication,
2006). Despite this, the intended effective weights of the analytic rat-
ing scales in the Overall Speaking score were not specified during
the test development process. This is perhaps because the actual
placement decisions were based not on the Overall Speaking score
but on the analytic rating scales. However, investigating the effective
weights of the analytic rating scales in the composite is still crucial
for monitoring the functioning of the analytic rating scales in relation
to the composite score.

Given the design rationale for the LAAS Spanish speaking section
above, it is important to empirically investigate the three key issues
identified above. Thus, the present study addressed the following
research questions:

1) Is the underlying multicomponential trait factor structure assumed
in the LAAS Spanish speaking test design supported?

2) How reliable are the LAAS Spanish speaking ratings?

3) How dependable are the high-stakes placement decisions based
on the LAAS Spanish speaking test?

4) Do the empirical contributions of each of the LAAS ratings
scales to the composite score variance differ?

V Method

1 Participants

The data for the speaking section of the LAAS Spanish test obtained
from 214 EAP admits who participated in the operational Spring
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1993 administration were analyzed in the present study. Most of
the participants were sophomores from eight UC campuses, where
about 75% of them were going to attend the study-abroad program
in Spain, and the remaining 25% in Mexico. This is essentially
the same data analyzed by Bachman, Lynch and Mason (1995).
However, whereas those researchers analyzed only the Grammar rat-
ing scale, the present study included all five of the analytic scales for
the Speaking section. Since the data from the third ratings were not
available to this study, only the first two ratings were included in the
analyses.

2 Raters

The raters were 15 graduate students and faculty members at the
Department of TESL/Applied Linguistics and the Department of
Spanish and Portuguese at UCLA. All of them were native or near-
native speakers of Spanish. Bachman et al. (1992) described the
rater training process employed for the speaking portion. The train-
ing began with raters familiarizing themselves with the project and
the rating scales, which included reviewing the test procedure and
directions as well as studying and discussing the rating scales. This
was followed by norming of the raters, where each of them inde-
pendently rated six speaking tapes at home and then reconvened to
discuss the rating scales further. Each rater then rated four addi-
tional tapes for discussion at the final norming session for the
speaking section.

3 Data analysis methods

Two multivariate analytic approaches—confirmatory factor analy-
sis (CFA) and multivariate G theory—were combined in this study
in order to address the research questions above. First, CFA was
employed in order to test relative goodness of fit of CFA models
that offer competing explanations of the structural relationships
among the five rating scales. In this study, a special type of CFA
model for multitrait-multimethod (MTMM) analysis (Joreskog,
1974; Marsh, 1988, 1989; Marsh & Grayson, 1995; Widaman, 1985)
was employed. The CFA approach to MTMM, which was also
applied to language assessment by Bachman and Palmer (1981,
1982), Llosa (2005) and Sawaki (2003) is currently the most com-
monly used alternative to Campbell and Fiske’s (1959) original
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MTMM analysis based on an inspection of an observed correlation
matrix for a set of measures.

The second approach employed was multivariate G theory (Cronbach
et al., 1972; Brennan, 2001). As a broad analytic framework that sub-
sumes the univariate theory previously applied to language assessment
studies, a multivariate G theory analysis yields all the information that
is available in a univariate analysis, including variance component
estimates for different sources of score variation and various summa-
ry indices of score dependability. The additional information available
in multivariate G theory that is particularly relevant to this study is the
interrelationships among a set of analytic rating scales as well as a
comprehensive composite score analysis. In conventional approaches
not based on G theory (e.g., Wang & Stanley, 1970), effective weights
are obtained to investigate the extent to which individual measures
account for the observed composite score variance, which contains
both true-score and error variances. However, the particular advan-
tage of the multivariate G theory approach to the composite score
analysis is that the effective weights of analytic rating scales can be
obtained separately for the parts of the composite score variance
contributing to the true score variance (composite universe-score
variance) and different types of measurement error (e.g., composite
absolute-error variance for a criterion-related score interpretation;
see Brennan 2001, pp. 305-306). Thus, for example, effective weights
of analytic rating scales for a composite true-score variance tell us
how much information they contribute to differentiate among exam-
inees based on their true differences in a given ability represented by
a composite.

In a sense, CFA and multivariate G theory yield overlapping
information associated with the research questions. However, com-
bining the two approaches is advantageous for this study because
of the strengths of these approaches in different areas. First, with
regard to the investigation of convergent/discriminant validity,
CFA offers a sequential model testing framework for explicitly
supporting or rejecting competing explanations about the relation-
ships among analytic rating scales, while multivariate G theory
only allows “eyeballing” of the universe-score correlations among
analytic rating scales. Second, because the primary interest of this
study is a criterion-referenced interpretation of the LAAS Spanish
speaking test for the EAP admits, it is useful to have information
available about the score dependability estimates for absolute deci-
sions applicable to criterion-referenced assessment in multivariate
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G theory. Finally, the comprehensive composite score analysis
available in multivariate G theory adequately addresses the empir-
ical weighting of the LAAS analytic rating scales in a composite
score.

In the CFA-based MTMM analysis in this study, the covariance
matrix for the 20 scores obtained for each EAP Spanish examinee
(scores on two tasks rated by two raters on each of the five rating
scales) was analyzed. Each CFA model included five latent (unob-
servable) factors associated with the five analytic rating scales
(Pronunciation, Vocabulary, Cohesion, Organization and Grammar)
and four latent factors related to the measurement design: two for
the two ratings, and two for the two speaking tasks. A series of
models that depicted different relationships among these latent fac-
tors were tested to primarily address Research Questions 1 and 2.
Following the procedure suggested by Rindskopf and Rose (1988),
this sequential testing proceeded from least restrictive to more
restrictive models. Maximum-likelihood (ML) was used as the
model parameter estimation method. Multiple criteria below were
employed in order to assess the overall goodness of fit of the CFA
models:

e Model chi-square statistic: A statistically non-significant model
chi-square statistic indicates an adequate model fit.

e The ratio of model chi-square to model degrees of freedom
(x’s.5/df): Because the model chi-square statistic is sensitive to
sample size, this ratio is often used as a model fit criterion. In this
study the ratio of 1.5 or below was considered as an indication of
good model fit.

e Three incremental fit indices, which compare relative improve-
ment in the explanation of the covariations among the measures
in the target model against the baseline model that assumes that
the measures are completely uncorrelated (Hu & Bentler, 1995).
In this study, the comparative fit index (CFI), Bentler-Bonnet
normed fit index (NFI), and the Bentler-Bonnet non-normed fit
index (NNFI) of .90 or above were used as indicators of adequate
model fit.

e Two goodness-of-fit indices that address model parsimony:
Akaike Information Criterion (AIC) and Consistent Version of
this Statistic (CAIC). AIC adjusts for the number of parameters
estimated, while CAIC takes account of both the number of
parameters estimated and sample size (Kline, 1998). The lower

Downloaded from http:/Itj.sagepub.com by Evdokia Karavas on April 9, 2009


http://ltj.sagepub.com

366 Construct validation of analytic rating scales

the value, the better the model fit given by the complexity of the
model.

e Root Mean Square Error of Association (RMSEA): A RMSEA
indicates the extent to which the model approximates the data,
taking into account the model complexity. A RMSEA of .05 or
below is considered as an indication of good model fit.

All the CFA analyses were conducted using EQS 6.0 Beta (Bentler,
1985-2002).

The multivariate G theory analysis was conducted primarily to
address Research Questions 2, 3 and 4. Persons were treated as the
objects of measurement (a G theory term for the target of measure-
ment). The five LAAS analytic rating scales were modeled as the
fixed facet. Representing the five Spanish speaking abilities of pri-
mary interest, the rating scales were not exchangeable with others.
Each rating scale was associated with a two-facet crossed design
(denoted as p x r x t), where persons (p) were completely crossed
with ratings (r) and tasks (¢), i.e., each person completed both tasks
and were rated twice. The ratings were treated as a random facet
because the two ratings were considered as samples from a universe
of admissible observations, i.e., interchangeable ratings provided by
EAP raters, who had similar backgrounds as applied linguists and
completed the same EAP rater training. The tasks were also treated
as a random facet. Conceptually, treating this facet as fixed may be
more appropriate because the two speaking tasks were different in
nature. However, the results from this two-facet crossed design are
reported here because the results for the mixed effects design that
specifies the tasks as the fixed facet can be obtained from the results
of the present fully-crossed design. Furthermore, the results of the
mixed effect design were almost identical to those of the completely-
crossed design.

As a first step, a generalizability study (G study) was conducted in
order to estimate the relative contribution of seven sources of score
variation in the LAAS ratings for the present G study design (Person
ability, Rating severity, Task difficulty, Person by Rating interaction,
Person by Task interaction, Rating by Task interaction, and residual)
for a situation where only one rater and one task are used for assess-
ment on each rating scale. Then, a decision study (D study) was con-
ducted by setting the numbers of ratings and tasks to two each in order
to reflect the actual LAAS test design. In the D study the observed
variances and covariances among the five analytic rating scales were
decomposed into different parts called variance-covariance component
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estimates. The key measures among them were (1) the universe-score
variance-covariance component estimates, which represent the part
of the observed score variances and covariances attributable to the true
ability differences among the persons, and (2) the absolute-error
variance-covariance component estimates, which represent the part
attributable to all the sources of score variation contributing to the
absolute error (Appendix B). These results served as the basis for the
analyses of score dependability for the LAAS analytic rating scales and
the composite score analysis discussed below. Throughout the compos-
ite score analysis, equal weights were assigned to the analytic rating
scales (0.2 for all, so that the sum equals 1) to conform to the nominal
weights actually used for the calculation of the Overall Speaking score
in the operational LAAS. The computer program mGENOVA
(Brennan, 1999) was used for the multivariate G theory analyses.

4 Outliers, missing scores and normality of distributions

Out of the 214 examinees, seven who did not complete the entire test
and thus had missing ratings for the speaking section were deleted
list-wise. Another case had one missing score for an Organization
rating that was imputed by using the EM (estimation maximization)
algorithm and retained in the subsequent analyses. None of the
remaining 207 cases was found to be a univariate outlier on the 20
LAAS ratings, while two were identified as multivariate outliers
based on Mahalanobis distance. The listwise deletion of these two
cases resulted in a final sample size of 205. An investigation of
randomly-selected scatterplots on various combinations of the rat-
ings suggested that the variables were roughly linearly related.
Inspection of the histograms as well as standardized skewness and
kurtosis values showed that all the distributions were univariate
normal except for the four Pronunciation ratings, which were signif-
icantly negatively skewed. Bachman et al. (1992) reported the rel-
atively high mean ratings that examinees obtained for the
Pronunciation rating scale in an earlier LAAS pilot study as well.
Unfortunately, the language background information of the EAP
admits in the present sample and the pilot study sample were not
available to this study. One possible explanation, given the large
Spanish-speaking population in California, is that the EAP admits
involved in the pilot test and the 1993 operational test administration
might have represented heritage Spanish speakers and/or learners of
Spanish who had developed good pronunciation skills with frequent
exposure to the Spanish language.!

Downloaded from http:/Itj.sagepub.com by Evdokia Karavas on April 9, 2009


http://ltj.sagepub.com

368 Construct validation of analytic rating scales

Multivariate normality of the score distribution for all the 20 rat-
ings was examined by the normalized Mardia’s coefficient. The value
of 17.62 suggested considerable non-normality of the multivariate
score distribution. This non-normality of the data was accommodated
in the CFA analysis by using the robust statistics available in EQS.
Moreover, chi-square difference tests conducted to statistically com-
pare relative fit of competing models were also based on the Satorra-
Bentler Scaled chi-square statistic (Satorra & Bentler, 1999). In the
multivariate G theory analyses, a regular MANOVA-based procedure
for variance-covariance component estimation, as implemented in
mGENOVA, was used due to its robustness to nonnormality of score
distributions (Brennan, 2001).2

VI Results

1 Research Question 1: Is the underlying multicomponential trait
factor structure assumed in the LAAS Spanish speaking test design
supported by empirical results?

Both the CFA and the multivariate G theory analysis yielded relevant
information to address this research question. In the multivariate G
theory analysis, the universe-score correlations, i.e., the G theory ana-
logue of true-score correlations, of the five LAAS analytic rating
scales were obtained in the D study. As can be seen in Table 1, the
universe-score correlations were extremely high, ranging from .85 to
.98, especially those among Vocabulary, Cohesion and Grammar, sug-
gesting that an examinee that scored high on one of these three rating
scales tended to score high on the other two as well. Although this

! Another possibility might be the relative leniency of the raters on the Pronunciation rating scale.
However, this explanation is not straightforward because previous findings on rater behavior
regarding their harshness on rating of pronunciation are mixed. Earlier studies reported that ratings
that involved pronunciation were not particularly harsh (e.g., McNamara, 1990), while others that
compared rater groups with different backgrounds reported that rater harshness on this dimension
depended on the rater background (e.g., Brown, 1995).

2Previous authors (Joreskog, 1974; Linn & Werts, 1979; Marcoulides, 1996, 2000; Raykov &
Marcoulides, 2006) have indicated that some variance component estimates needed for G theory
analyses can be obtained through a CFA, and Schoonen (2005) applied this approach to an analysis
of a norm-referenced language assessment. However, the results based on the CFA approach are not
reported in this paper due to technical difficulties associated with estimation of some variance-
covariance components for sources of score variation not involving the objects of measurement.
Although the use of the MANOVA-based approach as implemented in mGENOVA with the CFA in
this study makes the results from the two approaches look “disjoined,” the CFA and ANOVA-based
variance-covariance component estimation produce essentially identical results (e.g. Linn & Werts,
1979; Marcoulides, 1996, 2000).
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Table 1 Universe-score correlations among the LAAS analytic rating scales?

Rating scale Universe-score correlations

Pronunciation Vocabulary Cohesion Organization Grammar

Pronunciation 1.00

Vocabulary 0.91 1.00

Cohesion 0.91 0.98 1.00

Organization  0.85 0.93 0.94 1.00

Grammar 0.90 0.97 0.97 0.92 1.00

aBased on the D study for 2 ratings and 2 tasks.

result demonstrates the high intercorrelations among the rating scales,
multivariate G theory framework does not allow one to systematical-
ly test the extent to which the convergent/discriminant validity of the
LAAS rating scales was tenable. Thus, this issue was explored further
within CFA.

In the CFA approach, relative goodness of fit of CFA models that
offered competing explanations about the trait factor structure of the
LAAS Spanish speaking section were compared. The path diagram
for the initial model (henceforth, Correlated Trait Factor Model, or
CTF Model) is shown in Figure 1. This initial model depicted the
multicomponential and yet correlated nature of the language ability
assessed in the LAAS Spanish speaking section assumed by the test
developers. The 20 rectangles in the center of Figure 1 represent the
20 observed variables, i.e., the 20 LAAS ratings awarded to each
candidate as all possible combinations of the five rating scales, two
ratings and two tasks. The ovals in the diagram represent latent fac-
tors that are hypothesized to predict examinees’ observed scores.
The five ovals to the left are for the traits of interest: Pronunciation,
Vocabulary, Cohesion, Organization and Grammar. The four ovals
to the right are for the latent factors associated with the test method:
the two ratings and the two tasks. In this model, each of the 20
observed variables was specified as related to one trait factor and
two method factors. For example, the first observed variable was the
Pronunciation rating by Rater 1 on Task 1 (labeled as PROR1T1 in the
figure). That is, the rating on this variable can be predicted by a candi-
date’s ability on the Pronunciation rating scale as well as the severity
of Rating 1 and the difficulty of Task 1. These predictive relationships
between the latent factors and the observed variable are thus indi-
cated by the arrows in the figure and were estimated as path coeffi-
cients. Another important feature of this model is the interrelationships
specified among the five trait factors. This was done to reflect the
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N

Figure 1 Initial CFA model (Correlated Trait Factor Model)

expected substantial correlations among the rating scales, which was
also suggested by the universe-score correlations among the rating
scales mentioned above. The correlations among the trait factors
indicated by the curved two-headed arrows connecting pairs of the
trait factors were freely estimated.

The reader may notice that this model does not fully represent the
situation of the LAAS where a composite score and ratings on the
five rating scales are reported because a trait factor that represents
the Overall Speaking ability is “missing” from this diagram. A model
that better corresponds to this situation is the Higher-order Trait
Factor Model (or HTF for short) to be discussed in detail later in this
section. The ultimate goal is to demonstrate a satisfactory fit of that
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model; however, the CTF Model was introduced first in this study
because a satisfactory fit of the CTF model was the prerequisite for
an adequate fit of the more restrictive HTF model.

The obtained model fit indices based on the robust estimation
for the CTF Model are shown in Table 2. The Satorra-Bentler
Scaled chi-square statistic for the CTF Model was statistically sig-
nificant (df = 120; x2 =203.89; p<.05), but this model showed an
excellent fit to the data. The obtained values of the CFI, NFI and
NNFI met the pre-determined criteria of model fit laid out in Section
V, while the RMSEA and the ratio of the Satorra-Bentler Scaled
chi-square to the degrees of freedom were slightly worse than the
suggested criteria. Thus, overall, this result supported the distinct
and yet correlated nature of the traits as defined by the five rating
scales.

Although the satisfactory fit of the CTF Model partially supports
the convergent/discriminant validity of the rating scales, a stronger test
is needed to falsify alternative explanations for the underlying interre-
lationships among the rating scales. For this reason, three alternative
CFA models with varying trait factor structures were developed, while
keeping the method factor structure constant. The specifications of the
three alternative models, all being more restrictive versions of the CTF
Model and nested with the CTF Model, are as follows:

Orthogonal Trait Factor (OTF) Model: This model specified the
five traits representing the rating scales as being uncorrelated with

Table 2 Assessment of CFA model fits

Model description Correlated Orthogonal Unitary Trait Higher-Order
Trait Factor Trait Factor Factor Trait Factor
(CTF) Model (OTF) Model (UTF) Model (HTF) Model

Model df 120 130 130 125
Normal theory 232.01 668.08 406.39 23744
chi-square
Satorra-Bentler 203.89 624.86 371.41 209.14
chi-square
S-B chi-square/df 1.70 4.81 2.86 1.67
CFl 0.98 0.89 0.95 0.98
NFI 0.96 0.87 0.92 0.96
NNFI 0.97 0.84 0.92 0.97
AIC -36.11 364.86 111.41 —40.86
CAIC —554.87 —-197.13 —450.58 —581.24
RMSEA 0.06 0.14 0.10 0.06
RMSEA ClI .04-.07 .13-.15 .08-.11 .04-.07

Mardia’s normalized multivariate kurtosis: 17.62.
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one another. In order to demonstrate the convergent validity of the
LAAS rating scales, the CTF model must fit significantly better than
this model.

Unitary Trait Factor (UTF) Model: This model specified the five
traits representing the rating scales as being essentially indistin-
guishable from one another. In order to demonstrate the discriminant
validity of the LAAS rating scales, the CTF model must show sig-
nificantly better fit than this model.

Higher-Order Trait Factor (HTF) Model: In this model a higher-
order factor structure was imposed on the correlations among the
five trait factors in the CTF Model. This model not only specifies the
five traits as being intercorrelated but also assumes the presence of
an underlying higher-order factor that can account for a common
variance across the first-order trait factors representing the five rat-
ing scales (Rindskopf & Rose, 1988). This trait factor structure
reflects the assumption underlying the policy of reporting a single
composite score.

The goodness-of-fit indices for these three alternative models are
shown in Table 2. The results suggest that the fit of the UTF and the
HTF Models was satisfactory, while that of the OTF Model was
poor.

Next, the relative goodness of fit of these three alternative models
was compared against that of the CTF model by conducting chi-square
difference tests. The results are summarized in Table 3. First, a chi-
square difference test showed that the fit of the CTF model was signif-
icantly better than that of the OTF model (defZ: 1809.41, df =10),
supporting the convergence of the rating scales. Second, the CTF model
fit the data significantly better than the UTF model (y;*= 308.10,
df =10), supporting the hypothesis that the five trait factors are psy-
chometrically distinct from one another. The better fit of the CTF model
than those of the OTF and UTF models is also suggested by the con-
siderably low AIC and CAIC values for the CTF model.

Table 3 Chi-square difference test results?

Models compared df Chi-square difference Significance (p < .05)
CTF vs. OTF 10 1809.41 Significant

CTF vs. UTF 10 308.10 Significant

CTF vs. HOF 5 0.83 Non significant

aBased on Satorra-Bentler scaled chi-square with adjustments by Satorra & Bentler
(1999).
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Regarding the comparison of the CTF and the HTF models,
although the chi-square difference test suggested that these models fit
the data equally well () 4> = .83, df =5), the lower AIC and CAIC val-
ues for the HTF model indicated that, when model complexity is taken
into consideration, the HTF model fit better than the CTF model.
Moreover, the HTF model was substantively more interpretable than
the CTF model because the HTF model explicates the relationships
among the five rating scales and the overall construct represented by
the Overall speaking Score: Spanish speaking ability. For these rea-
sons, the HTF model was selected as the final model (see Figure 2).

The standardized model parameter estimates for the final model
(HTF Model) are presented in Table 4. Because they are adjusted for
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Figure 2 Final CFA model (Higher-order Trait Factor model)
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scale differences, the path coefficients are directly comparable
among themselves as indicators of the strengths of relationships
between the factors and the observed variables as well as between the
first-order factors and the higher-order factor. The path coefficients
of the observed ratings to the corresponding first-order trait factors
presented in the left half of the table were high and significantly dif-
ferent from zero, ranging from .82 to .95. Moreover, the path coeffi-
cients of the five first-order trait factors on the higher-order speaking
factor presented at the bottom right of Table 4 were extremely high,
ranging from .90 to .99. These results indicate strong linear relation-
ships between the first-order trait factors and the observed ratings,
and between the higher-order factor and the first-order factors,
respectively.

In summary, the multicomponential and yet highly correlated
nature of the traits being assessed in the LAAS Spanish speaking test
was confirmed by the selection of the Higher-order Trait Factor
Model. The final CFA model included a single higher-order factor
strongly associated with the five LAAS rating scales, suggesting the
presence of a substantial common underlying dimension. Moreover,
the support for the final model that specified separate factors for the
individual rating scales provided support for the distinctness of the
five rating scales.

2 Research Question 2: How reliable are the LAAS Spanish speak-
ing ratings?

a Reliability of the individual rating scales Three pieces of infor-
mation from the CFA and the multivariate G theory analysis pro-
vided empirical evidence on the reliability of the LAAS Spanish
speaking test for the individual rating scales. The first was the rela-
tive magnitudes of the path coefficients for the trait factors as
opposed to those for the method factors. As mentioned in the previ-
ous section, the path coefficients of the observed variables for the
five first-order trait factors in the HTF model presented in Table 4
were generally high, while those for the method factors presented in
the upper right half of Table 4 were low to moderate (—.12 to .49).
This suggests that the observed LAAS ratings were strongly associ-
ated with the trait factors, whereas their relationships with the
method factors were relatively weak. It is worth noting, however,
that there was considerable variation in the magnitudes of the path
coefficients for the method factors across the 20 LAAS ratings. That
is, some of the path coefficients for the rating and task factors were
sizable and statistically significantly different from zero (e.g., the
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rating path coefficient of .49 and the task path coefficient of .15 for
Rating 2 for Task 2 on Vocabulary), while others were not (e.g., the
rating path coefficient of .01 and the task path coefficient of .13 for
Rating 1 for Task 2 on Pronunciation). This indicates that the indi-
vidual LAAS ratings were affected by the method factors to different
degrees.

Second, the relative contribution of the different sources of score
variation to the LAAS rating variability was examined by means of
the D study variance component estimates for the individual analyt-
ic rating scales obtained in the G theory analysis. As can be seen in
Table 5, variance component estimates for the Persons were by far
the largest across the rating scales, with more than 88% of the pro-
portions of the scale variances accounted for by the ability differ-
ences among the persons. In contrast, the proportions of variance
accounted for by the facets of measurement were uniformly very
small: only those for the Person by Rating and Person by Task inter-
actions, ranging from .2% to 7.1%, were of any size. In contrast, all
the others except the residual variance components were virtually
zero across all the rating scales. The non-zero variance component
estimates for the Person by Rating and Person by Task interactions
show that there were differences in the rank-orderings of the candidates

Table 5 Estimated variance components and proportion of variance accounted for
by facets of measurement?

Source of Estimated variance component
variation

Pronunciation Vocabulary = Cohesion Organization = Grammar

Person (p) 0.42 0.48 0.52 0.41 1.79
88.0% 91.6% 91.5% 88.7% 93.2%

Rating (R) 0.00 0.00b 0.00 0.00 0.00
0.1% 0.0% 0.0% 0.0% 0.0%

Task (T) 0.00 0.00 0.00 0.00 0.00
0.1% 0.2% 0.3% 0.3% 0.2%

pXR 0.03 0.02 0.02 0.02 0.08
71% 3.1% 3.4% 4.0% 4.0%

pXT 0.01 0.00 0.00 0.00 0.01
1.1% 0.5% 0.8% 0.2% 0.5%
RXT 0.00P 0.00P 0.00 0.00P 0.00P
0.0% 0.0% 0.0% 0.0% 0.0%

pRTe 0.02 0.02 0.02 0.03 0.04
3.4% 4.7% 4.0% 6.7% 2.0%

aBased on the D study for 2 ratings and 2 tasks.
PNegative variance component fixed to zero after calculation.
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across first and second ratings as well as across the tasks. The non-
zero residual variance components across the rating scales suggest
the presence of (1) Person by Rating by Task interaction, (2) sources
of variability due to error that was not captured by the present two-
facet crossed D study design, or both.

Finally, two types of summary indices on the reliability of LAAS
analytic ratings were obtained, each based on the CFA and the mul-
tivariate G theory analysis (see Table 6). The first is the intraclass
reliability coefficient (e.g., Bae & Bachman, 1998; Bagozzi, 1991;
Werts, Linn & Joreskog, 1974) obtained from the path coefficients
of the observed ratings for the trait and method factors in the final
CFA model. In general, high path coefficients for a trait factor as
opposed to low path coefficients for method factors of observed
variables associated with a given trait factor resulted in a high intra-
class reliability estimate for that trait factor. Overall, the intraclass
reliability estimates were high, ranging from .83 to .89. Second, the
index of dependability (phi coefficient denoted as @; Brennan &
Kane, 1977a, b), for the rating scales were obtained in the D study
in the multivariate G theory analysis. As can be seen in Table 6, the
five rating scales were ranked similarly by the two methods, while
the dependability coefficients from the multivariate D study were
consistently higher than the corresponding intraclass reliability
coefficients. In both types of coefficients, however, the estimates
for the Grammar rating scale were the highest of all, while the esti-
mates for the Pronunciation and Organization rating scales were
the lowest.

Taken together, the dependability of the individual LAAS ana-
lytic rating scales was supported by the three pieces of evidence:
(1) the relatively high path coefficients for the trait factors vs. the
relatively low path coefficients for the method factors of the
observed ratings in the CFA analysis; (2) the large proportions of
variances of the individual rating scales accounted for by the
Person effect in the multivariate G theory analysis; and (3) the gen-
erally high intraclass reliability indices as well as the phi coeffi-
cients for the rating scales.

Table 6 CFA intraclass reliability and multivariate G theory dependability estimates

Pronunciation Vocabulary Cohesion Organization Grammar

Intraclass rel. 0.85 0.86 0.87 0.83 0.89
Phia 0.88 0.92 0.92 0.89 0.93

aBased on the D study for 2 ratings and 2 tasks.
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b Reliability of the composite score The composite score analy-
sis based on the D study in the multivariate G theory analysis
yielded the index of dependability (phi coefficient, ®, for the
LAAS Overall Speaking score) as well. The phi-coefficient for the
composite score discussed here is an extension of the index of
dependability, which was applied to individual rating scales in
addressing Research Question 3, to the analysis of the composite
score, as described by Brennan (2001). It is a function of (1) the
composite universe-score and absolute-error variances obtained
from the universe-score and absolute-error variance-covariance
components for the five rating scales and (2) the nominal weights
given to the rating scales (0.2 for all in this case). The obtained
composite universe-score and absolute-error variances with the
equal nominal weights were .62 and .04, respectively. The phi
coefficient for the composite, which is the ratio of the composite
universe-score variance to the sum of itself and the composite
absolute-error variance was high (©=.95, i.e., .62/(.62+.04) =.95).
This suggests that as much as 95% of the variance in the compos-
ite was accounted for by the universe score variance, or the score
variance due to the true differences among examinees in terms of
their language ability.

3 Research question 3: How dependable are the placement deci-
sions made based on the LAAS Spanish speaking test?

This research question was addressed by examining estimates of
phi-lambdas (®,) for the individual rating scales obtained in the D
study within the multivariate G theory analysis. A phi-lambda is an
agreement index for the dependability of decisions made at a pre-
determined cut score (Brennan & Kane, 1977a, b). The cut scores
recommended by the test developers for the placement decision-
making and the phi-lambda for each rating scale are presented in
Table 7. As can be seen in the table, the phi-lambdas for the individual
rating scales (.89 to .94) were generally high, suggesting the high
dependability of decisions made at the cut scores on the rating
scales. Although still satisfactory, the relatively lower phi-lambda’s

Table 7 Dependability of decisions at predetermined cut scores?

Pronunciation Vocabulary Cohesion Organization Grammar

Cut score 3 3 3 3 4
Phi-lambda  0.89 0.92 0.91 0.89 0.94

aBased on the D study for 2 ratings and 2 tasks.
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for the Pronunciation and Organization rating scales correspond to
the relatively lower dependability of the rating scales associated
with the large variance component estimate for Person by Rating
interaction on the Pronunciation rating scale and the large variance
component estimate for residuals on the Organization rating scale,
respectively.

4 Research Question 4: Do the empirical contributions of each of
the LAAS rating scales to the composite score variance differ?

Effective weights of the individual rating scales were obtained sep-
arately for the composite universe-score and absolute-error vari-
ances as part of the D study in the multivariate G theory analysis.
The effective weight of a given rating scale for the composite true-
score (or absolute-error) variance is determined by (1) the nominal
weight for the rating scale, (2) universe-score (or absolute-error)
variance of the rating scale, and (3) the universe-score (or absolute-
error) covariances of the rating scale with the others (Brennan,
2001). Table 8 shows the effective weights of the five rating scales
for the universe score variance and the absolute error variance. The
results showed that the Grammar rating scale accounted for as much
as 33.63% of the composite universe-score variance, while the other
four explained only 15.37% (Pronunciation) to 18.13% (Cohesion).
The contribution of the Grammar rating scale to the composite
absolute-error variance (29.20%) was the largest as well, while
those of the others ranged from 16.91% (Pronunciation) to 18.40%
(Organization). These results suggest that the Grammar rating scale
contributed relatively more information to both the composite
universe-score and absolute-error variances compared to the other
rating scales.

Table 8 Composite score analysis results?

Contributions to: Variance and covariance components

Pronunciation Vocabulary Cohesion Organization Grammar

a priori weights 0.20 0.20 0.20 0.20 0.20
Effective weights
contributing to:

Universe score 15.37 17.37 18.13 15.49 33.63
variance (%)
Absolute error 16.91 17.58 17.90 18.40 29.20

variance (%)

aBased on the D study for 2 ratings and 2 tasks.
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VII Discussion and conclusions

The results of the CFA and the multivariate G theory analyses in this
study answered all the four research questions affirmatively. A few
points are worthy of more discussion.

First, the present study provided some empirical support for the view
that the highly correlated and yet multicomponential nature of language
ability is tenable not only for language abilities across different
modalities, as found in previous factor analytic studies (e.g., Bachman,
Davidson, Ryan & Choi, 1995; Bachman & Palmer, 1981, 1982; Bae
& Bachman, 1998; Kunnan, 1995; Llosa, 2005; Shin, 2005), but also
for language measures (analytic rating scales) within a single modality.
One explanation for the extremely high intercorrelations among the
LAAS analytic rating scales indicated in the multivariate G theory
analysis is the overlap of the constructs across the analytic rating scales
as shown in the scoring rubrics given to the raters (See Appendix A).
For instance, the universe score correlation between the Vocabulary and
Cohesion ratings (.98) was the highest of all. On the one hand, the cri-
teria suggested to the raters for assigning Cohesion ratings were coor-
dination, subordination, reference and topicalization, all of which are
realized by appropriate use of words in appropriate contexts. On the
other hand, the rating guide for vocabulary draws the attention of raters
to three points: use of false cognates, code switching and sophistication
of lexical choice. Thus, a candidate who demonstrated sophistication
of lexical choice in marking cohesion and coherence, for example,
might have received high ratings on both cohesion and vocabulary.

In addition, given that the raters were allowed to assign ratings for all
five rating scales at the same time in the LAAS rating process, we can-
not rule out the possibility that the correlations among the scales were
further inflated due to a halo effect. That is, the raters might have had
difficulty in differentiating among the abilities assessed by the rating
scales and thus awarded similar scores across them. Further revisions
of the subscales and/or a change in the rating design (e.g., allowing
raters to provide only one rating at a time) might change the patterns of
interrelationships among the subscales at least to some extent, provid-
ed such a halo effect is in fact present in the LAAS ratings.

The complementary use of CFA in the present study allowed us to
not only confirm the convergent validity of the LAAS rating scales
suggested in the multivariate G theory analysis above, but also go a
step further to examine the discriminant validity of the scales by the
sequential testing of competing models that offered alternative expla-
nations about the interrelationships among the scales. The adoption of
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the Higher-order Trait Factor model as the final model provided
empirical support for the psychometric distinctness of the constructs
assessed by the LAAS rating scales, despite the high correlations
among themselves.

Second, the notable contribution of multivariate G theory was to
examine the relative weighting of analytic rating scales through com-
posite score analysis. As mentioned above, one unique feature of the
LAAS Spanish speaking assessment is the use of more score points
for the Grammar rating scale than those for the others. Because the
use of a longer Grammar rating scale may lead to a larger empirical
weight given to the scale, this decision may appear controversial
when one considers the debate surrounding the role of grammar in
speaking performance assessments as exemplified by the criticisms
of the ACTFL Oral Proficiency Interview (OPI) for placing undue
weight on structural accuracy in the rating criteria (e.g., Bachman &
Savignon 1986; Savignon, 1985) and the attempts to de-emphasize
structural accuracy in L2 speaking performance assessment design
(McNamara, 1990, 1996). Moreover, in a recent needs analysis sur-
vey given to U.S. undergraduate and graduate faculty and students on
academic English ability (Rosenfeld, Leung, & Oltman, 2001),
structural accuracy of speaking while performing various academic
language use tasks received generally low ratings on its relative
importance for successful completion of academic courses and the
academic success of nonnative speakers of English.

However, the LAAS rating scale design itself does not tell us the
whole story as to whether Grammar indeed played an overriding role
in the placement decisions. As mentioned above, the EAP staff adopted
a non-compensatory placement approach. Because the decision based
on the lowest score point on any rating scale does not allow a high
score on one scale to compensate for a low score on another, this sys-
tem itself does not take account of the relative importance of the five
components. The decision to use the non-compensatory approach was
made based on a criterion-group study with second-year EAP students
and those who had just completed the program (Bachman, personal
communication, 2006).

Alternatively, if EAP wants to explore ways for the placement
decisions to better reflect the relative importance of grammar knowl-
edge as perceived by the EAP faculty members, a compensatory
approach based on the Overall Speaking score can be pursued. In this
case effective weights such as those obtained in the present study
would help EAP monitor the functioning of the analytic rating scales.
If the current equal nominal weights for the five components are
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maintained, the program staff would know that the Grammar scale
accounts for about 33% of the true-score variance of the Overall
Speaking score. Moreover, if EAP concludes that the effective weight
of 33% for Grammar is too high or too low, new nominal weights that
allow them to obtain the desired effective weights of the five compo-
nents could be calculated by using a weight re-adjustment procedure
such as Bachman’s (2005).

The combined use of CFA and multivariate G theory in this study
allowed a focused investigation of some critical issues associated with
the construct validity of L2 speaking performance assessments
involving analytic rating scales—score dependability, convergent/dis-
criminant validity of analytic rating scales, and the empirical rela-
tionship of analytic rating scales to a composite. While the LAAS
Spanish speaking test was in use in the EAP program in the early
1990s and was discontinued afterwards, the use of analytic rating
scales for student placement and diagnosis in order to better link
assessment to instruction is well aligned with the current growing
interest in diagnostic language assessments (Alderson, 2005a, b;
Alderson & Huhta, 2005). Accordingly, many validation issues sur-
rounding the LAAS are applicable to various current and future L2
performance assessments, and thus this line of investigation should be
an integral part of the development as well as construct validation of
L2 speaking performance assessments.
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Appendix A: LAAS Spanish speaking test: Ratings of language
ability in speaking

Pronunciation

The pronunciation rating should reflect the subject’s accuracy of into-
nation, stress, and segmental sounds and appropriateness of pace.

1. NO EVIDENCE: Pronunciation problems make speech virtually
incomprehensible, or the subject speaks too little to judge.

2. POOR: Pronunciation problems are numerous and interfere with
comprehension.

3. MODERATE: Pronunciation problems sometimes interfere with
communication.
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4. GOOD: Pronunciation may mark the subject as a non-native
speaker, but does not interfere with communication.

Vocabulary

The vocabulary rating should reflect the subject’s range and accuracy
of vocabulary used. Consideration should be given to the following:

Use of false cognates
Code switching (where not appropriate)
Sophistication of lexical choice

[N.B. These specific elements may vary from language to language.]

1. NO EVIDENCE: Extremely limited vocabulary. Range: Vocabulary
limited to a few words and set phrases; Communication: not pos-
sible for subject to discuss topic due to limited vocabulary.

2. POOR: Small vocabulary. Range: Limited range of lexicon, evi-
denced by frequent repetition of Spanish words; Accuracy:
inaccurate usage of Spanish words and/or frequent use of false
cognates; Communication: difficult for subject to discuss topic
because of vocabulary limitations.

3. MODERATE: Vocabulary of moderate size. Range: Some vari-
ety of word choice; Accuracy: Some Spanish words may be
inaccurately used; occasionally relies on false cognates and/or
English words; Communication: frequently misses or searchers
for Spanish words.

4. GOOD: Large vocabulary: Range: Uses a variety of lexical choic-
es, demonstrating a wide range; Accuracy: choice almost always
appropriate; Communication: seldom misses or searches for words.

Cohesion

The cohesion rating will be made in terms of 1) inclusion of appropri-
ate means for marking relationships among utterances and ideas and
2) variety of appropriate means used. Means for marking relationships
among utterances include, but are not limited to, the following:

Coordination (e.g., English: and, but, also; Spanish: pero, y, o, que)
Subordination (e.g., English: although, while, since; Spanish: cuan-
do, donde, aunque, si, que)

Reference (e.g., English: these, this, those, such; Spanish: este, ese, aquel)
Topicalization of information (passive, pseudo-cleft, etc.)
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[N.B. These specific elements may vary from language to language.]

Cohesion scale levels

1. NO EVIDENCE: Utterances completely disjoined, or the dis-
course is too short to judge.

2. POOR: Connections between utterances not adequately marked;
frequent confusing relationships among ideas.

3. MODERATE: Connections among utterances sometimes
adequately marked; sometimes confusing relationships among
ideas.

4. GOOD: Uses a variety of appropriate means for connecting
utterances; hardly ever confusing relationship among ideas.

Organization

The organization rating will be made in terms of the inclusion,
distinctness and appropriateness of sequencing of the following
parts:

A) Identification of topic

B) Development of topic
i. Distinguishing of main points
ii. Appropriate sequencing of main points
iii. Supporting details

C) Conclusion/closure

Organization scale levels

1. NO EVIDENCE of conscious attempt to organize presentation,
or discourse too short to judge

2. POOR: Parts poorly developed; main points not clearly distin-
guished and not appropriately sequenced.

3. MODERATE: Some parts appropriately developed; main points
sometimes clearly distinguished sometimes and appropriately
sequenced.

4. GOOD: Parts appropriately developed; main points clearly dis-
tinguished and appropriately sequenced.

Grammar

The grammar rating should reflect both the morphological and syn-
tactic structures used by the subject. The levels of grammatical com-
petence are defined in terms of two aspects:
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1) RANGE of morphologic and syntactic structures and
2) ACCURACY or degree of control of morphological and syntac-
tic structures.

Grammar scale levels

RANGE ACCURACY

1 No systematic AND Control of few or no structures;
evidence errors of all or most possible are frequent.

2 Limited range, but with AND Control of few or no structures;
systematic evidence errors of all or most possible are frequent.

3 Limited range, but with AND Control of some structure used;
systematic evidence with many error types.

4 Large, but not AND Control of some structure used;
complete range but with many error types.

5 Large, but not AND Control of most structure used, with few
complete range error types.

6 Complete range AND Control of most structure used, with few

error types.
7 Complete range AND No systematic errors, just lapses.

NB: If you feel the candidate’s grammatical range and accuracy are split across lev-
els more than accommodated in the above ratings, give an “s” rating, and indicate
the split. For example, if the candidate is a “2” in range and “4” in accuracy, you

would give a rating of “3s” and indicate that the split is “2/4"

Appendix B: D study universe-score and absolute-error
variance-covariance component estimates?

Source of Variance and covariance components
variation

Universe score Pronunciation Vocabulary Cohesion Organization Grammar
Pronunciation  .416

Vocabulary 404 476

Cohesion 421 487 519

Organization .351 412 434 .408

Grammar 776 .898 935 .784 1.791

Absolute error  Pronunciation Vocabulary Cohesion Organization Grammar
Pronunciation  .056

Vocabulary .024 .044

Cohesion .022 .032 .048

Organization .019 .023 .025 .051

Grammar .024 .029 .028 .041 .130

aBased on the D study for 2 ratings and 2 tasks.
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