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Glossary
analytic signal A transformation formed through

the combination of the horizontal and vertical gra-

dients of a magnetic anomaly.

CHAMP A low-earth orbiting satellite launched in

2001 designed to map the vector crustal magnetic

field.

crust (lithosphere) The outer shell of the Earth

formed by differentiation under the influence of

temperature and gravity. The crust overlies the

mantle, and the distinction can be expressed in

terms of seismic velocities, rock density, rock type,

mineralogy, chemical composition, or magnetic

properties. The lithosphere, a rheological term,

includes the crust, and the uppermost mantle.

Curie depth The depth at which rocks lose their

permanent and induced magnetism by virtue of

their elevated temperature. The Curie depth is a

function of the geothermal gradient within the

Earth, and the magnetic mineralogy.

Curie temperature The temperature at which a rock

loses its permanent and induced magnetization.

Euler deconvolution method A technique for

estimating source positions for magnetic anoma-

lies, which relates the magnetic field to its gradient

through the specification of the arrangement of the

magnetic sources.

Green’s function The relation of magnetization to

magnetostatic potential.

harmonic spline A local basis function employed

in modeling the magnetic field.

International Geomagnetic Reference Field

(IGRF) Values for the spherical harmonic coeffi-

cients from which the magnetic field can be

calculated at any point in space and time. Each

IGRF consists of a set of main field and secular

variation coefficients covering a 5-year interval,

thereby accounting for the temporal evolution of

the main field.

induced magnetization One of two types of

magnetization, the other being remanent. Induced

magnetizations are proportional in magnitude and

generally parallel to the ambient field H.

Koenigsberger ratio, Q, or Q-ratio Expresses the

relation between the strength of the induced and

remanent magnetizations. It is given by jMrj�jMij.
Hence, Q’s greater than unity indicate dominance

by remanent magnetization; Q’s less than unity

indicate dominance by induced magnetization.

magnetic basement The top of a layer of more

strongly magnetized rocks, usually igneous and/or

metamorphic rocks, underlying more weakly mag-

netized sediments.

magnetic susceptibility Expresses the propor-

tionality factor relating ambient field H to the

induced magnetization.

magnetite Dominant magnetic mineral, often with

some Ti, in the Earth’s crust.

Nomenclature
a radius of Earth

d magnetic source–observation

distance

gn
m, hn

m spherical harmonic coefficients

si structural index or attenuation rate

t time

v volume

vf volume fraction of magnetite

A analytic signal

B magnetic induction

F non-crustal magnetic field

G Green’s function

H magnetic field intensity

M magnetization

Mi induced magnetization

Mr remanent magnetization

Ma million years ago

P pressure

Pn
m (cos � ) Schmidt quasi-normalized asso-

ciated Legendre functions of degree

n and order m

Q Koenigsberger ratio

T total field

V scalar potential

� colatitude

�0 permeability of free space

� temperature

� longitude

� magnetic susceptibility

� Gram matrix

�T total field anomaly
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5.06.1 Introduction

5.06.1.1 Definition

Crustal magnetism is defined as magnetism originat-
ing from rocks below their Curie temperature, in the
Earth’s crust and uppermost mantle. The dominant
magnetism is associated with igneous and meta-
morphic rocks, whereas sedimentary rocks generally
have subordinate, but measurable magnetism. The
magnetism of the ferri- and ferromagnetic materials
is a function of temperature with a loss of magnetism
as the materials approach their Curie temperature
(typically 200–700�C). The increase of temperature
with depth in the Earth means that rocks below a
certain depth, termed the Curie depth, will be non-
magnetic. This depth is typically in excess of 20 km
in stable continental regions.

5.06.1.2 Measurement

The measurement of crustal magnetism is done uti-
lizing total and vector field magnetometers, and
associated gradiometers. The total field magnet-
ometers exploit fundamental resonances (Primdahl,
2000) to measure the magnitude of the field, whereas
the vector instruments typically utilize fluxgate

magnetometers (Ripka, 2000). The magnetometers
measure these fields from borehole, ground-based,
marine, aerial, balloon, or satellite platforms.

5.06.1.3 Governing Equations

The magnetic induction B(�)(rj) of the � component
of the magnetic field due to a magnetization distribu-
tion M is given by

Bð�Þðrj Þ ¼ – Î
ð�Þ
j ?rrj

Z
v

�0

4�
rs

1

jrj – sj

� �
? MðsÞdv ½1�

where Î
ð�Þ
j is the unit vector in the � direction, v is the

volume of the magnetized crust, and the quantity in
brackets is the Green’s function relating magnetization
M to magnetostatic potential V. The subscript on the
gradient (r) operator indicates whether derivatives
are with respect to observation point coordinates (rj)
or locations within the magnetized crust (s). The
magnetization M is the vector sum of remanent mag-
netization Mr and induced magnetization Mi:

M ¼Mi þMr ½2�

In the case of terrestrial crustal magnetic field obser-
vations, what is often measured is the total field, the

MAGSAT The first satellite mission to map the

Earth’s vector magnetic field, including the long-

wavelength crustal magnetic field.

matched filter Filter(s) that can be used to

decompose observed magnetic anomalies into

estimates of the anomalies caused by sources at

various depths. These depths are determined by a

Fourier domain decomposition of the magnetic

anomaly signal.

observatory bias The difference between the

magnetic components measured at a magnetic

observatory and those predicted by a geomagnetic

model truncated at degree 13. This quantity is

thought to reflect the higher-degree crustal mag-

netic field contribution, in part.

pseudogravity transformation Converts a mag-

netic anomaly into the gravity anomaly that would

be caused by a density distribution exactly pro-

portional to the magnetization distribution.

remanent magnetization One of two types of

magnetization, the other being induced. The

direction and intensity of a remanent magnetization

is dependent on the origin and history of a rock.

reduction to pole (RTP) Transforms magnetic

anomalies into the anomalies that would be caused

by identical magnetic sources but with vertical

magnetization and with measurement in a vertical

magnetic field.

structural index (si) Expresses the rate of attenua-

tion with distance of a magnetic anomaly. This

attenuation is a function of the source geometry.

total field anomaly The signed scalar quantity,

which is the most common measure of the Earth’s

crustal magnetic field.

upward (downward) continuation Transforms

observed anomalies into the anomalies that would

be observed at a higher (lower) altitude.

Werner deconvolution A depth to basement

technique that assumes the magnetic body has a

specific geometry (dike-like), and solves for the

depth to the top of the body based on four or more

observations of the magnetic field over the body.
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magnitude of the total magnetic field without regard
to its vector direction. The total field anomaly (�T )
is then

�T ¼ jTj – jFj ½3�

where jTj is the magnitude of the magnetic field, and
jFj is the magnitude of the (largely) noncrustal field,
determined from a global or regional model. If vector
data are available, the total field anomaly is calcu-
lated as

�T ¼ F̂ ? T ½4�

where F̂ is the unit vector in the direction of F. The
geometry of a total field anomaly of a magnetic body
dominated by induced magnetization is dependent
on the geometry of the inducing field. At high lati-
tudes an induced magnetization will give a total field
anomaly high (positive) over the source, whereas at
low latitudes an induced magnetization will yield a
total field anomaly low (negative) over the source.

5.06.1.4 Previous Reviews

Book-length reviews include those of Langel and
Hinze (1998), Blakely (1995), Lindsley (1991), Hahn
and Bosum (1986), and Grant and West (1965).
Shorter articles, within books or encyclopedias, have
included Gubbins and Hererro-Bervera (2007), Shive
et al. (1992), Frost (1991a, 1991b, 1991c), Reynolds et al.

(1990c), Blakely and Connard (1989), Harrison (1987),
Bosum et al. (1985), Haggerty (1976), and Zietz and
Andreasen (1967). Reviews in journals include those of
Mandea and Purucker (2005), Nabighian et al. (2005),
Nabighian and Asten (2002), Clark (1997, 1999),
Phillips et al. (1991), Keller (1988), Mayhew and
LaBrecque (1987), Paterson and Reeves (1985),
Grant (1985), Mayhew et al. (1985), Haggerty (1979),
Hinze (1979), and Zietz and Bhattacharyya (1975).
Bibliographies include Langel and Benson (1987),
Hill (1986), and Reid (in preparation).

5.06.1.5 Computer Software and Online
Applications

Computer software for crustal magnetic field appli-
cations includes a collection of Fortran subroutines
in Appendix B of Blakely (1995) and online at http://
pangea.stanford.edu/�blakely/subroutines.html.
Another software resource is the potential field soft-
ware programs of the US. Geological Survey (Phillips,
1997), which can also be found online at http://

pubs.usgs.gov/fs/fs-0076-95/FS076-95.html. Matlab,

C, and Fortran routines for the evaluation of

spherical harmonic models are described in Olsen

et al. (2006a) and can be found online at several sites,

including http://www.dnsc.dk/Oested/Field_models,

and from the National Geophysical Data Center at

http://www.ngdc.noaa.gov/seg/geomag/models.shtml.

Programs for high-degree spherical harmonic analysis

(SHA) and synthesis (Adam and Swarztrauber, 1997)

are associated with Spherepack, available at http://

www.cisl.ucar.edu/css/software/spherepack. Occasio-

nally, the journal Computers and Geosciences includes

articles of relevance. The ‘Numerical Recipes’ C and

Fortran books (Press et al., 1992, 1996, 1997) are

another resource for inverse codes, sparse matrix the-

ory, wavelets, interpolation, and Fourier and spectral

applications. The publicly available generic mapping

package (GMT) is useful for both producing maps,

and for analysis of potential field data. It is

documented in Wessel and Smith (1998) and available

online from http://gmt.soest.hawaii.edu. Commonly

used commercial codes include Geosoft, Matlab,

and IDL.
Online applications include those for the evalua-

tion of the International Geomagnetic Reference

Field (Maus and Macmillan, 2005), available from

the NGDC website at the address above. Along

these same lines, there is also available an application

for the evaluation of the CM4 Comprehensive Model

(Sabaka et al., 2004) at http://planetary-mag.net.

Finally, the Atlas of Structural Geophysics ( Jessel,

2001) can be found online at http://www.mssu.edu/

seg-vm/exhibits/structuralatlas.

5.06.1.6 Structure of the Remainder of the
Chapter

The remainder of this chapter begins with a sum-

mary of the salient points of magnetic petrology. We

then outline the utility of crustal magnetism through

a series of case studies, and discuss compilations to

produce models at continental or larger scale. This is

followed by details of the processing, transformation,

and modeling methods that are applied to crustal

magnetic data to facilitate interpretation. The issue

of the separation of the various contributions to the

measured magnetic field is then addressed, and we

conclude with one of the key outstanding questions,

identifying the induced and remanent components of

magnetization.
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5.06.2 Magnetic Petrology

An understanding of the processes that create, alter,
and destroy magnetic minerals in rocks is the pro-
vince of magnetic petrology (Lindsley, 1991; Clark,
1997). This field integrates rock magnetism (see
Chapter 5.08) and petrology to address questions
such as the effects of metamorphism, hydrothermal
alteration, rock composition, and redox state on
magnetic properties. Magnetic minerals of major
importance to an understanding of crustal magnetism
are the Fe–Ti spinel group (magnetite and titano-
magnetite), the rhombohedral titanohematites, and
monoclinic pyrrhotite. These minerals can possess
remanent (permanent) or induced (in response to an
inducing field) magnetizations. Induced magnetiza-
tion is, to first order, proportional to, and parallel to
the direction of, the inducing field. The proportion-
ality constant � is called the magnetic susceptibility,
and the governing relationship is of the form
jMj ¼�jHj. Magnetic susceptibility in many rocks
is strongly controlled by their magnetite content
and the empirically determined relationship (Shive
et al., 1992) is

� � 0:2� 4�vf ½5�

where � is the susceptibility and vf is the volume
fraction of magnetite. Many authors use k for
susceptibility.

Magnetic remanence, on the other hand, while also
correlated with titanomagnetite content, is strongly
dependent on the grain size, shape, and microstruc-
ture of the magnetic minerals. The Koenigsberger
ratio (Q) measures the relative strengths of the
induced and remanent magnetizations. It is given by
jMrj/jMij. Hence, Q’s greater than unity indicate
dominance by remanent magnetization; Q-values of
less than unity indicate dominance by induced mag-
netization. Representative tables and values of
susceptibility and Q can be found in Clark (1997).

The magnetic properties of igneous and meta-
morphic rocks are a reflection of the partitioning of
iron between oxide and silicate phases, and do not
correspond to standard petrologic classifications.
This partitioning occurs in the near-surface realm
(Clark, 1997) and probably also within the deep
lithosphere (cf. Wasilewski and Mayhew, 1992).
Standard sedimentary rock classifications, on the
other hand, do show a correspondence with magnetic
properties. Fe-rich chemical sediments (e.g., banded
iron formations) and immature clastic sediments with

abundant magnetite are two strongly magnetic sedi-
mentary rock types, for example. Iron sulfide
minerals, possibly associated with hydrocarbon
migration or abiologic processes, may also produce
subtle magnetic anomalies over sedimentary basins
(Reynolds et al., 1991, 1994), but the active processes
are still controversial and an active area of research
(Stone et al., 2004).

Igneous and metamorphic rock types (e.g., grano-
diorite, rhyolite, and gabbro) often exhibit bimodal
susceptibility distributions, a reflection of ferromag-
netic and paramagnetic populations (cf. Figure 7 in
Clark, 1999). This was first recognized as a conse-
quence of the very large petrophysical sampling
program conducted on the Fennoscandian shield
(cf. Korhonen, 1993). Iron in the paramagnetic popu-
lation is incorporated into silicate phases, whereas
iron in the ferromagnetic population is typically in
magnetite.

The magnetic petrology of granitic rocks provides
an example of this bimodal distribution, with the
relatively oxidized, magnetite-rich, I-type granitoids
contrasting with the relatively reduced, ilmenite-
rich, S-type granitoids (Clark, 1999). These granitoid
types can often be distinguished by the presence
of common minor minerals. Hornblende–biotite
granodiorites are usually ferromagnetic, whereas
muscovite–biotite granodiorites are not (Clark,
1997). Economic mineralization (Cu, Au, Mo, Sn)
also shows patterns (Ishihara, 1981) that are con-
trolled in part by this classification.

Although the rule of thumb that basic rocks are
more magnetic than silicic rocks is often violated,
rocks from within a single igneous province are
more likely to show this tendency than are larger
population samples. Hence, interpretation of mag-
netic surveys should include investigation of the
magnetic properties of representative rock samples
when possible. Within-province generalizations also
find that basalts have slightly higher susceptibilities
than related andesites, but phonolites are weakly
magnetic. Rhyolites also exhibit a bimodal suscept-
ibility distribution. Rhyolites which are under- or
oversaturated with respect to alumina, or which con-
tain iron-rich olivine, are likely to be weakly
magnetic (Clark, 1999).

Rapidly chilled basaltic rocks are characterized by
high Q-values, and the Q-ratio is strongly correlated
to the distance from the chilled margin. As long as the
primary remanent magnetization has not been che-
mically or thermally modified, even relatively thick
sills and dikes have high Q-values.

Crustal Magnetism 199

Treatise on Geophysics, vol. 5, pp. 195-235



Author's personal copy

Hydrothermal alteration generally destroys mag-
netite, and replaces it with paramagnetic phases like
zeolites, clays, or more weakly magnetic minerals
like titanohematite (Criss and Champion, 1984).
One major exception to this generalization is that
serpentinization of olivine-rich ultramafic rocks pro-
duces abundant magnetite with low Q-values (Saad,
1969). Other notable exceptions include potassic
alteration associated with magnetic felsic-intermedi-
ate intrusives (Sexton et al., 1995) and potassic and
sodic alteration in deeper levels of iron-oxide
copper–gold systems (Hitzman et al., 1992).
Production of hydrothermal magnetite is enhanced
in mafic protoliths.

Metamorphism can produce marked changes in
magnetic properties, and these changes are depen-
dent on the composition of the protolith, and the
pressure (P), temperature ð�Þ, and time (t) path of
the metamorphism. For mafic igneous protoliths
undergoing regional metamorphism, primary magne-
tite remains unchanged during zeolite to prehnite–
pumpellyite grade metamorphism in the absence of
hydrothermal fluids. Subsequent metamorphism to
greenschist grade converts the magnetite to chlorite,
epidote, and hematite. In turn, these minerals give
way to biotite and amphibole in the amphibolite
facies of regional metamorphism. Magnetite is again
created during granulite-grade metamorphism. At
the highest metamorphic grade (eclogite), the iron
returns to silicates such as clinopyroxene and garnet.
For sedimentary protoliths, the redox conditions pre-
vailing during sedimentation and diagenesis, and the
iron content of the protolith, constrain the mineral
assemblage produced during metamorphism.

The magnetic state of the lower crust remains
poorly known. Although P and � can be predicted,
the protolith’s history and current compositions are
the subject of speculation. Because of the lower
crust’s elevated temperature, induced and viscous
remanent magnetizations are expected to be strong
(Shive et al., 1992). Inferences from deep drilling and
seismic constraints suggest a generally mafic compo-
sition. A host of mineralogic and magnetic changes
may occur, with maximum magnetizations in the
granulite facies zone. Stable large remanence in ilme-
nite–hematite intergrowths (McEnroe et al., 2001a;
McEnroe and Brown, 2000) within granulite-facies
rocks provides another mechanism for producing
magnetic rocks within the lower crust.

Two mechanisms have been suggested for large-
scale magnetizations within the mantle. The conver-
sion of metabasalt to eclogite within subducting

oceanic crust releases large amounts of water into
the surrounding upper-mantle peridotite, and may
produce serpentinite (Hyndman and Peacock,
2003). As long as the mantle wedge in the subduction
zone is cooler than the Curie temperature, it is pos-
sible that a significant magnetization may form.
Blakely et al. (2005) have explained the long-wave-
length aeromagnetic and gravity fields above the
Cascadia forearc as an example of this process,
using matched filters (Section 5.06.5.5.2) to establish
the depth of the source, and a pseudogravity trans-
form (Section 5.06.5.4.3) to center the magnetic fields
over their source. Satellite magnetic anomalies over
subduction zones are also common (cf. Clark et al.,
1985; Vasicek et al., 1988, Purucker and Ishihara,
2005; Maus et al., 2006), and may have a similar
explanation. A second mechanism for magnetizations
in the mantle invokes the presence of metallic alloys,
which have been detected in xenoliths originating
from the upper mantle (Toft and Haggerty, 1988).
Significant amounts of metal alloys in the upper
mantle could impart magnetic behaviors to depths
of almost 100 km. But questions remain about how
representative of the upper mantle these metal alloys
are (Frost and Shive, 1989; Toft and Haggerty, 1989).

While magnetic petrologic approaches have pro-
vided significant insights into the interpretation of
crustal magnetism, there still remains the problem of
extrapolating from field observations at micron- to
hand-sample scale to scales appropriate for aeromag-
netic or satellite observation. For example, even
within the ferromagnetic population, the distribution
of magnetization or susceptibility is usually log nor-
mal, and exhibits high variability. Parker (1991) has
developed an inverse approach, which incorporates
this variability into the creation and testing of a
magnetization model. Some of this high variability
can also be ascribed to surface processes, such as
lightning (Verrier and Rochette, 2002) and weath-
ering, which may not be observable from non-
ground-based platforms.

5.06.3 Continental and Oceanic
Magnetic Anomalies

Because magnetic oxide or sulfide-bearing phases are
commonly associated with other economic mineral
phases, magnetic measurements play a significant
role in mineral exploration. Mapping of the crustal
magnetic field is a geologic and exploration tool in
the terrestrial environment, and provides a third
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dimension to surface observations of composition and
structure. The magnetic method also contributes to
plate tectonic theory, oil and gas exploration, struc-
tural geology, and geologic mapping. The generation
of new seafloor at the ridge crest was established via
the magnetic method. The symmetry of the magnetic
patterns (Vine and Matthews, 1963) about the ridge
crest is often cited as the breakthrough which led to
the widespread acceptance of plate tectonics. The
magnetic time scale (Heirtzler et al., 1968), suitably
calibrated with numerical ages, serves many purposes
in the Earth sciences. In particular, readers are
referred to Chapter 5.06 for further details of crustal
magnetism within the oceanic realm. Inferences from
crustal magnetic fields, interpreted in conjunction
with other geological and geophysical information,
can locate kimberlite pipes, impact structures, plu-
tons, ophiolites, and other geologic entities which
have a magnetic contrast with their surroundings.
This permits extrapolation from, or interpolation
between, outcrops, drill holes, or regions of localized
geophysical measurements into areas where surficial
materials may obscure the feature. Magnetic studies
can locate faults, folds, and unconformities, and
describe their geometrical properties. Magnetic mea-
surements provide constraints on the amount of
sediment in a depositional basin by characterizing
its depth and dimensions. Magnetic measurements
can be used to infer heat flux, and the depth to the
bottom of the magnetic crust, because magnetic
properties are temperature dependent. Finally, crus-
tal magnetic fields can help delineate suture zones or
terrane boundaries, and unravel the history of volca-
nic terranes.

In the sections that follow, we use a case study
approach to illustrate the utility of the magnetic
method. We begin with the Chicxulub impact struc-
ture, showing how it was first recognized using a
combination of aeromagnetic and gravity data, and
how these data sets have been used to produce three-
dimensional (3-D) models of the structure. We pro-
ceed then to review geodynamical interpretations of
aeromagnetic data that have been derived from dike
swarms, and some of the caveats that must be con-
sidered. We then discuss structural and tectonic
interpretations of aeromagnetic maps over forearc
basins with Cenozoic to Recent faulting, and their
role in assessing earthquake risk. We next illustrate
how magnetics has been used to infer heat flux under
the Antarctic ice cap, and how this may have applica-
tions in modeling ice flow, and in identifying
undiscovered volcanic regions under the ice. In the

exploration arena, we summarize the role of aero-
and ground magnetic surveys in identifying dia-
mond-bearing kimberlites from northern Canada.
Finally, we review the structural inferences drawn
from magnetic and gravity surveys over the West
Siberian Basin, and their relation to the world’s lar-
gest gas field, the Urengoy. A case study approach
such as this might also have included a demonstration
of the utility of magnetics in determining the depth
to basement in sedimentary basins, and its relevance
in petroleum exploration. The proprietary nature of
this kind of work means that while there are no
shortage of articles discussing depth to basement
techniques (e.g., Peters, 1949; Li, 2003; Thompson,
1982; Thurston et al., 2002; Thurston and Smith,
1997; Hsu et al., 1998; Ku and Sharp, 1983;
Mushayandebvu et al., 2001; 2004; Naudy 1971;
Salem and Ravat, 2003; Silva et al., 2001; Silva and
Barbosa, 2003; Nabighian et al., 2005), there is only a
single volume (Gibson and Millegan, 1998) which
focuses on the role of magnetics in an integrated
hydrocarbon exploration program.

5.06.3.1 Chicxulub

Located below, and straddling the coastline of the
northwest Yucatan, Mexico, the Chicxulub impact
structure (Figure 1) is the world’s most widely
known impact, and produced major biologic and
environmental changes at the end of the Cretaceous
Period 65 Ma. The enhanced porosity associated
with the collapse of nearby structures (Grieve and
Therriault, 2000) from Chicxulub’s associated seis-
mic events has been linked to the development of
large hydrocarbon deposits in the Campeche Bank
region immediately to the NW. The impact site is
now covered by up to 1 km of carbonate rock. First
recognized by its circular and coincident magnetic
(Figure 1) and gravity signatures in the aftermath of
a 1978 survey (Penfield and Camargo, 1981), the
impact was subsequently tied to other diagnostic
signatures such as an iridium anomaly and shocked
quartz grains by direct drilling into the structure, and
dating of the crystallization age of the melt rocks
(Hildebrand et al., 1991; Sharpton et al., 1992).

The magnetic signature consists of three concentric
zones (Pilkington and Hildebrand, 2000) with radii of
20, 45, and 80 km. The impact occurred in a carbonate
sequence several kilometers thick characterized by
much longer (hundreds of kilometers) and weaker
amplitude magnetic anomalies. The innermost zone
is characterized by a single, high-amplitude anomaly
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indicative of a single source. The middle zone consists

of numerous, intermediate-amplitude dipolar anoma-

lies. The outermost zone consists of short-wavelength,

low-amplitude anomalies. The outermost zone is bet-

ter defined by its gravity signature, and associated

cenotes (freshwater caves), than by its magnetic signa-

ture. In their recent interpretation of the aeromagnetic

survey data, Pilkington and Hildebrand (2000) per-

form 3-D modeling of the crater structure by inversion

using a two-layer model. The layers, at depths corre-

sponding to the melt sheet and the basement surface,

are inverted individually subsequent to separation via

a wavelength filter (see Section 5.06.5.5.2 for the

related concept of matched filter). The inner magne-

tized zones within the melt sheet are interpreted to

result from hydrothermal activity at the edge of the

central uplift and the collapsed disruption cavity.

Although some lines of evidence (Snyder et al., 1999)

suggest that Chicxulub may be a multi-ring impact

structure, the magnetic data as currently modeled

resolve only a single ring with a central peak.

Although the magnetic signature of Chicxulub is dis-

tinctive, a variety of magnetic signatures are

encountered in other terrestrial impact structures

(Pilkington and Grieve, 1992; Grieve and Therriault,

2000; Shah et al., 2005; Goussev et al., 2003), dependent

on the target rocks, impact magnetizations, and sub-
sequent evolution of these metastable assemblages.
A magnetic low is frequently encountered, due to a
reduction in magnetic susceptibility. Large structures
such as Chicxulub tend to exhibit a central high-
amplitude anomaly. Imaging techniques that empha-
size the edges of magnetic bodies via derivatives, or via
artificial illumination in one or more directions
(Wessel and Smith, 1998) are commonly employed
adjuncts to magnetic-survey interpretation of impacts.
Specific extensions to impact, and other circular fea-
tures (e.g., kimberlite pipes) within magnetic data, are
circular sunshading as described by Cooper (2003) and
Cooper and Cowan (2003), and fractional derivatives
(Cowan and Cooper, 2005) for better matching to the
available data.

5.06.3.2 Dike Swarms

The Earth hosts hundreds of radiating, arcuate or
linear mafic dike swarms (Ernst et al., 1996) whose
mapping has contributed to improved geodynamic
models of the Earth. In southern Africa alone, one
digital database (Mubu, 1995) has enumerated 14 000
dikes, mapped in large part because of their magnetic
expression. While some of these dikes are exposed,
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Figure 1 Total field anomaly (�T ) over Chicxulub impact structure (Pilkington and Hildebrand, 2000), shown in an expanded

view in the inset. Coastline is shown as a solid line. Data interpolated to a 1-km grid from digital data grids of the magnetic
anomaly map of North America (Bankey et al., 2002). Artificial illumination from the NNE and ESE. Mercator projection.
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most are not, and hence the magnetic method has

played a crucial role in their understanding. These

magnetically defined dike swarms have been used in

global plate reconstructions, and locally to under-

stand the kinematics of rifting. In addition, dikes

define fractures and shear zones (Figure 2), along

which economic mineralization is often found.
Mafic dikes provide evidence for magmatic activ-

ity, large igneous provinces, and mantle plumes

(Ernst and Buchan, 2001), and are especially useful

in older rocks where erosion has removed much of

the other evidence for igneous activity. In these older

rocks it is frequently only the dikes, representing the

igneous plumbing system, that survive. Although

dikes are often interpreted as paleo-stress markers,

they can also reflect the pre-existing structure of the

lithosphere. The Jurassic dikes of southern Africa

(Reeves, 2000; Chavez Gomez, 2001; Marsh, 2005),

one of the manifestations of the Karoo large igneous

province, have been used to enumerate plate motion

associated with the breakup of Gondwana. For exam-

ple, Ernst and Buchan (1997) make the case that the

convergence point of these Jurassic dikes defines the

location of a paleoplume. The dikes here consist of

four distinct swarms: the Okavango, the Save-

Limpopo, the Olifants River, and the Lebombo.

Dikes of both Jurassic and Proterozoic age have

been identified within the ESE-trending Okavango

dike swarm ( Jourdan et al., 2006), suggesting that the

Jurassic events represent the reactivation of a pre-

existing trend, and calling into question Jurassic kine-

matic reconstructions made using these dikes. Many

older dike swarms are now dismembered, as in the

well-documented Central Atlantic dike swarm of

Africa, North and South America (May, 1971).

Magnetic identification of dikes relies on simple pat-

tern matching from contour maps generated from

simple source geometries (Vacquier et al., 1951).

The depth to the top of dikes can be a valuable

indicator of the kinematics of post-dike faulting

(Modisi et al., 2000). In Modisi et al.’s (2000) study,

determination of the depth to the tops of dikes was

made using Euler’s homogeneity equation (see

Section 5.06.5.4.7). Although the magnetic signature

of a dike is usually easy to recognize, little attention

has been directed to the important problem of mag-

netically recognizing dikes of common trend but

dissimilar ages from within a single swarm. There

are likely to be significant differences in magnetic

signature, although the identification and mapping of

these differences will require inputs from both field

and laboratory studies.
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Figure 2 Total field anomaly (�T ) over Australian dikes of the Archean Yilgarn craton. The E-W trending set seen here is

part of the Widgiemooltha dike swarm, dated at 2410 Ma. Map based on a 1-km grid rendition of the Magnetic Anomaly Grid
Database of Australia (Milligan et al., 2005). Artificial illumination from the East and Southeast. The Kalgoorlie gold and

precious metal district is located in the central portion of the figure. Many of the ore deposits in this district are localized along

fractures and shear zones (Weinberg et al., 2004). Mercator projection.

Crustal Magnetism 203

Treatise on Geophysics, vol. 5, pp. 195-235



Author's personal copy

5.06.3.3 Cenozoic–Recent Faulting in
Forearc Basins

Forearc basins around the Pacific Rim are the site of
devastating earthquakes because of their proximity to
large population centers. Three types of earthquakes
(mega thrust contact, deep intra-slab, and shallow)
are commonly encountered in these basins (Saltus
et al., 2005). The faults that host earthquakes occur-
ring along shallow crustal faults in the overriding
continental plate can sometimes be located with
high-resolution magnetic surveys. The Seattle fault
zone, an east-trending zone of reverse faulting
extending through Seattle, Washington, was the site
of an M7 earthquake about 1100 years ago (Bucknam
et al., 1992), and is an example of such a fault. Mapped
geologically and with an aeromagnetic survey
(Blakely et al., 2002), and studied along several pro-
files with seismic reflection surveys, this region hosts
a tripartite package of rocks in close proximity to the
fault zone. The package has a distinct magnetic sig-
nature, and allows the fault zone to be traced in areas
of poor exposure, or where it is covered. From north
to south, the package consists of a magnetic Miocene
volcanic conglomerate, a thick sequence of nonmag-
netic marine and fluvial rocks, and variably magnetic
volcanic and sedimentary rocks of Eocene age. After
accounting for remanent magnetization, the magnetic
contacts were picked objectively (Blakely and
Simpson, 1986). Near-surface features of this mag-
netic survey have also been enhanced using a
matched filter approach (Syberg, 1972; Phillips,
1997; and see Section 5.06.5.5.2). The deformation
front of the Seattle fault zone, as revealed by the
seismic reflection data, lies immediately north of,
and locally coincident with, the magnetic conglom-
erate. The aeromagnetic survey can also provide
information on individual strands of the fault zone,
and whether it is segmented (Blakely et al., 2002). The
longer wavelength information within these aero-
magnetic surveys (Finn, 1990; Blakely et al., 2005,
Wells et al., 1998) can be used to provide a regional
context for the tectonics of the Cascadia forearc
region that hosts these basins.

5.06.3.4 Heat Flux beneath the Antarctic
Ice Sheet

Using magnetic data to infer heat flux is possible
because the magnetic properties of rocks are tem-
perature dependent, and at the Curie temperature
rocks lose their magnetization. The geothermal heat

flux is an important factor in the dynamics of ice
sheets, the occurrence of subglacial lakes and onset
of ice streams, and may affect the mass balance.
Direct heat flux measurements in ice-covered
regions are difficult; thus, Fox Maule et al. (2005)
developed a method using first-order features of the
satellite magnetic data to estimate the heat flux
underneath the Antarctic ice sheet. They found that
it varies from 40 to 185 mW m�2, that areas of high
heat flux coincide in part with known current vol-
canism, subglacial lakes, and ice streams, and that
some areas landward of the Ronne ice shelf near the
shoulder of the West Antarctic rift system may host
active, but undiscovered, subice volcanic regions.

Traditional methods for inferring heat flux, or the
related magnetic problem of inferring the bottom of
the magnetic crust, have relied on the shape of
radially averaged spectra from gridded aeromagnetic
data sets (Spector and Grant, 1970; Maus et al., 1997).
To quote Blakely (1995), ‘‘this calculation ranks
among the most difficult in potential field inversion.’’
At all wavelengths, the contribution from the bottom
of the magnetic source is dominated by contributions
from the top. The top of the source must be also be
known, in itself a difficult problem. The estimate of
the bottom focuses on the lowest wave numbers,
which overlap with poorly known regional fields
that may be unrelated to the bottom of the magnetic
bodies. There also exists a dependence on the char-
acteristic shape of the magnetic bodies, and an
assumption about the magnetization distribution.
Assuming the magnetization is spatially uncorrelated
(‘white’) is common, although magnetic susceptibility
distributions are often correlated (Pilkington and
Todoeschuck, 1995).

The method of Fox Maule et al. (2005) uses a self-
consistent compositional and thermal model of the
mantle and crust (Nataf and Ricard, 1996) as a start-
ing point, and this model is then modified in an
iterative fashion with the satellite data until the mag-
netic field predicted by the model matches the
observed magnetic field. At the scale of the surveys
used (400þ km wavelength), a unique solution is
guaranteed by assuming that induced magnetizations
dominate over remanent magnetizations in continen-
tal crust, and that vertical crustal thickness variations
dominate over lateral susceptibility variations
(Purucker and Ishihara, 2005). The resulting mag-
netic crustal thickness is then used as one boundary
condition in a thermal model of the continental crust,
assuming one-dimensional (1-D) heat conduction,
and using a simple model to account for radioactive
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heat production in the crust. The largest complica-
tions and uncertainties in this approach are (1)
uncertainties in determining the magnetic field
model in the dynamic, high-latitude auroral, subaur-
oral, and polar cap region, (2) the starting seismic and
thermal model, (3) uncertainties in the upper and
lower temperature boundary conditions, (4) lateral
variations in thermal conductivity, and (5) lateral
variations in viscous remanent magnetization.

5.06.3.5 Northern Canadian Kimberlite
Province

Diamond-bearing kimberlites were first recognized
in rocks of cratonic North America more than 150
years ago. Exploration interest focused on the Slave
Craton in Canada beginning in the 1970s, and the
discovery of diamond-bearing kimberlites in the
early 1990s set off a mineral staking rush (Krajick,
2001). By 2004 these deposits accounted for 15% of
global diamond output by value. The exploration
program relied on a complementary suite of geo-
chemical and geophysical techniques, of which the
magnetic technique was one. Exploration usually
proceeded from a program of indicator mineral sam-
pling, to one of geophysical surveys in favorable
regions, and finally to drilling in order to prove the
deposits (Power et al., 2004). Airborne total magnetic
field and electromagnetic surveys, and follow-up
ground surveys, were the most common geophysical
surveys performed ( Jansen and Witherly, 2004),
although sometimes gravity, ground-penetrating
radar, and seismic techniques were used. The kim-
berlite host rock often exhibits a positive magnetic
susceptibility contrast, and a strong remanence, com-
pared to the surrounding country rock, commonly a
high-grade metamorphic rock, or granite, in the
Slave Craton. Kimberlite pipes are often found in
geographically localized groups, frequently under
lakes because of differential erosion, and the rema-
nence directions within those groups is often similar.
Kimberlite pipes are often associated with diabase
dikes (see previous section for a discussion of their
magnetic signature), and are also commonly intruded
along pre-existing zones of weakness (regional faults,
geological contacts), many of which will have mag-
netic signatures. A completely preserved kimberlite
pipe may be several hundred meters wide, and is
often pipe- or carrot-shaped (Macnae, 1979). The
resulting magnetic anomalies are usually circular in
form (because the area is near the magnetic pole; see
Section 5.06.5.4.2), and data enhancement techniques

are similar to those used for impact craters (see
Section 5.06.3.1). The use of the analytic signal (see
Section 5.06.5.4.6), and a pattern-recognition techni-
que (Keating and Sailhac, 2004), has been shown to
be of some use in identifying possible kimberlite
target rocks.

5.06.3.6 Structural Control of the Urengoy
Gas Field

The West Siberian Basin, one of the world’s largest
sedimentary basins developed on continental crust,
hosts a supergiant gas accumulation in the Urengoy
field (Littke et al., 1999). The hydrocarbons in the
Urengoy are found in an anticlinal trap defined by
rejuvenated graben faults (Gibson, 1998; Grace and
Hart, 1990). Aeromagnetic (Makarova, 1974) and
gravity (Arctic Gravity Project, 2002) mapping
(Figure 3) over this region reveals north–south-
trending positive anomalies that are fundamentally
lithologic, originating in Permo-Triassic basalt now
found in rift basins. The basalt in these buried gra-
bens is of the same age (Reichow et al., 2002) as the
bulk of the Siberian traps exposed further east on the
Siberian platform.

The Siberian traps, part of the largest recorded
terrestrial flood basalt province, are contempora-
neous with the end-Permian extinction (Erwin,
1994), the largest mass extinction of the
Phanerozoic, although a causal relation between the
two has not yet been established (Elkins-Tanton and
Bowring, 2006). The West Siberian rift basins define
the base of the sedimentary column, and subsequent
post-rift deposition from the Jurassic to the
Cretaceous consists of fluviatile and marginal marine
sediments. The boundary faults of these basins were
reactivated later, and hence the magnetic and gravity
anomalies serve to reveal indirectly the faults that
define the hydrocarbon trap. The graben faults were
rejuvenated in the Early Cretaceous, and created
broad arches in the Cretaceous sediments.
Maturation of Jurassic source rocks was followed by
migration of hydrocarbons into traps located within
the Pokur Formation of Cenomanian age.

5.06.4 Compilations and Models

Because maps of the crustal magnetic field are so useful
for regional geologic understanding, and because mag-
netic surveys are usually acquired over small regions,
there is a need to assemble the individual magnetic
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surveys into larger compilations. This assembly is often

assisted by the addition of longer, higher-altitude mag-

netic surveys that serve to tie the individual surveys

together, and ameliorate the discontinuities that occur

at survey boundaries. Perhaps the best known of these

higher-altitude surveys are a series of surveys flown in

Australia (Tarlowski et al., 1996) for the purpose of

‘leveling’ the Australian magnetic map, and the

Project Magnet surveys (Coleman, 1992) of the US

military. In North America, the 1970s saw the first

regional compilations, followed by partial compilations

of the entire continent in the 1980s, and more complete

compilations by 2003. Similar scenarios have played

out in Australia, the Former Soviet Union, China,

South Asia, Australia, the Arctic and Antarctic, in

Europe, and over the world’s oceans. In contrast,

Africa and South America are less advanced in terms

of magnetic compilations, most of which have been led

by industrial consortiums. The longest wavelengths of

the crustal magnetic field can be measured from

satellites in near-Earth orbits, and beginning in the

1960s, Russian and US satellites began to measure

those magnetic fields. This effort continues today as

an international effort, with the CHAMP satellite, and

the upcoming ESA Swarm mission. Earlier compari-

sons (Schnetzler et al., 1985) suggested a difference in

amplitude between the crustal field measured at or

near the surface and from satellites when the data sets

were compared at the same altitude, with the satellite

amplitude lower, but the two approaches are beginning

to converge (e.g., Ravat et al., 2002). Upcoming satellite

missions will use a gradiometer configuration to go to

spherical harmonic degree 130þ, and the wavelength

content of near-surface surveys is being enhanced at

both ends of the wavelength spectrum. There still

remains a gap in our knowledge of magnetic anomalies

with wavelengths from about 200 to 400 km. Only in

Australia (Milligan et al., 2005) is this gap partially

filled. Community efforts are now focused on the

development of a World Digital Magnetic Anomaly
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Figure 3 Aeromagnetic total field anomaly (�T ) and free-air gravity maps of a portion of the West Siberian Basin showing

the correspondence of magnetic and gravity lows with the Urengoy gas field. This coincidence is a consequence of both
lithologic and structural factors (Gibson, 1998). The magnetic data are extracted from compilations of Makarova (1974), and

Geol. Sur. Canada (1995), the gravity data come from the Arctic Gravity Project (2002), and the field boundaries of the

Urengoy field are from Grace and Hart (1990). Lambert projection.
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Map (WDMAM), planned for release in 2007 (see
Section 5.06.4.2).

In parallel with the development of compilations
has been the development of larger and more elabo-
rate models of the magnetic field, built on a
deepening understanding of the sources of the mag-
netic field. These models utilize both forward and
inverse approaches, and are frequently tested, and
enhanced, using data from the compilations.

5.06.4.1 Continental-Scale Compilations

The first experimental airborne total field magnet-
ometer was flown in the USSR in 1936 (Gibson,
1998) and in 1974, the Ministry of Geology of the
USSR published a mosaic series of 18 sheets at 1:2.5
million scale showing the residual magnetic intensity
(Makarova, 1974) over the USSR and surrounding
waters. These sheets were digitized in 1982 by the
US Naval Oceanographic Office, Stennis Space
Center Mississippi in order to produce four regional
one-arc-minute grids of magnetic anomaly values
covering the entire Former Soviet Union. These
digital data were provided to the National
Geophysical Data Center (NGDC, 1996) for archival
and public dissemination. The digitized data were
made available on a 2.5-km grid.

The first continental-scale compilation, of North
America (Hinze et al., 1988), was completed in pre-
liminary form as part of the Decade of North
American Geology, and released by the Committee
for the Magnetic Anomaly Map of North America in
1987. Consisting of the aeromagnetic surveys of
Canada and the USA, and surrounding waters, the
compilation effort had been preceded by compila-
tions of the USA (Zietz, 1982) and Canada (Hood
et al., 1985). The North American compilation was
released as a 2-km grid. The addition of aeromag-
netic surveys over Mexico, and improved Canadian
and US maps, led to a second-generation product
(Bankey et al., 2002; Hernandez et al., 2001). The
data grids comprising this map have a variety of
wavelength content, 1-km grid spacing, and show
the total field at 1 km above the terrain. They are
projected using a spherical transverse Mercator with
a central meridian of 100�W, base latitude of 0�, scale
factor of 0.926, and Earth radius of 6 371 204 m.
Wavelengths greater than 150 km are poorly repre-
sented in this compilation.

Magnetic observations of the North Atlantic and
Arctic oceans, and adjacent landmasses, were com-
piled as part of a Geological Survey of Canada

program (Macnab et al., 1995; Verhoef et al., 1996,
and Figure 4). The final data set, on a 5-km grid,
was merged from three subgrids of (1) digital air-
borne observations, (2) digital shipborne
observations, and (3) pre-existing grids or digitized
maps. Only the shipborne observations showed some
agreement with the satellite measurements of the
crustal magnetic field, and as a consequence, all
three subgrids were filtered to remove wavelengths
greater than 400 km prior to merging.

European magnetic observations, from northern,
western, and eastern Europe, were compiled by
Wonik et al. (2001) on a 5-km grid at an altitude of
3 km above mean sea level (Figure 4). Long wave-
lengths were retained in this survey, although
comparisons with satellite data suggest that wave-
lengths in excess of 300 km are poorly resolved.
The map is projected using a Lambert Conformal
Conic with a central meridian of 20� E, and standard
parallels at 30� and 60�N.

A compilation of magnetic maps of onshore and
offshore regions of China, Mongolia, and Russia with
accompanying interpretation was produced by a
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Figure 4 Total field anomaly map (�T) in a Gnomonic

projection showing parts of the merged compilations of

Europe (Wonik et al., 2001) and the North Atlantic/Arctic
(Verhoef et al., 1996) for use in the ongoing WDMAM project

(Purucker and Mandea, 2005). Straight lines on Gnomonic

projections are great circle arcs on the sphere. The surface
trace of the Iceland hot spot (a) and the Tornquist-Teisseyre

line (b) separating Precambrian from Paleozoic Europe are

two examples of such features (Purucker and Whaler, 2003).

Crustal Magnetism 207

Treatise on Geophysics, vol. 5, pp. 195-235



Author's personal copy

team from the Geological Survey of Canada (1995).
The data were on a 5-km grid, and wavelengths in
excess of 400 km have been removed from the map,
which is displayed with a transverse Mercator
projection.

A digital compilation of marine and aeromagnetic
data over South Asia (Geol. Sur. Japan, 2002) was
produced on a 2-km grid. A Lambert azimuthal
equal-area projection was used with a central point
at 15�N 120� E, and a terrestrial radius of 6377 km.

A digital compilation of aeromagnetic data over
Australia and the surrounding oceans in now in its
fourth edition (Milligan and Franklin, 2004; Milligan
et al., 2005). The associated database contains publicly
available airborne magnetic grid data for onshore and
near-offshore Australia. Flight-line magnetic data for
each survey have been optimally gridded and the
grids matched in one inverse process. Composite
grids at 250- and 400-m grid spacing are available.
Aeromagnetic traverses flown around Australia dur-
ing 1990 and 1994 are used in both quality control of
the grids they intersect, and also to constrain grid
merging by forcing grid data, where intersected, to
the level of the traverse data. The map is displayed
with a Lambert Conformal Conic Projection.

A sparse grid of aeromagnetic and marine magnetic
data, supplemented by satellite magnetic coverage, is
available for the Antarctic (Golynsky et al., 2001). The
data set is publicly available as a 5-km grid, referenced
to a polar stereographic projection.

The first compilation of onshore and offshore mag-
netic anomaly maps for China date from the late-
1980s (Chinese National Aerogeophysics Survey and
Remote Sensing Center, 1989), and has been recently
(2004) updated in digital form.

Industry-led consortia have produced magnetic
compilations of Africa (Barritt et al., 1993), Arabia,
India, and the Middle East (Reeves and Erren, 1994),
and South America (Getech, 1996).

Oceanic data sets (GEODAS, 1999) are held by the
National Geophysical Data Center of NOAA. The
most recent regional compilations are by Ishihara
(2004) and Purucker and Ishihara (2005), where the
subtraction of non-crustal magnetic field sources was
done using the CM4 model of Sabaka et al. (2004) (see
Section 5.06.5.2).

5.06.4.2 WDMAM Compilation

Although aeromagnetic data have been collected for
almost 70 years, no worldwide compilation of them
yet exists. An initiative of the International

Association of Geomagnetism and Aeronomy has as
its goal the production of a 5-km grid of the crustal
magnetic field at an altitude of 5 km. The minimum
wavelength represented by such a grid will be twice
the grid spacing, or 10 km.

The unveiling is planned for the General Assembly
of IUGG/IAGA at Perugia, July 2007 (Ravat et al.,
2003, Reeves et al., 1998). The map will utilize airborne,
marine, and satellite data to capture as many wave-
lengths as possible between 10 and 2200 km. It will
include all freely available major digital national and
regional anomaly data sets: Arctic-North Atlantic,
North America, Europe, South Asia, North East Asia,
Eastern Indian Ocean, Australia, and the Antarctic. It
will also include lower-resolution grids extracted from
the proprietary coverage of Getech (1996) for Africa
and South America. Getech’s web page contains maps
showing aeromagnetic coverage worldwide in their
holdings. Another view of the worldwide coverage
can be seen in Reeves et al. (1998).

5.06.4.3 Satellite Compilations of Crustal
Magnetic Fields

Satellite models of crustal magnetic fields are com-
monly spherical harmonic analyses of data gathered
during magnetically quiet times, rather than the field
data directly. Two current models of this type are
MF-4 (Maus et al., 2006) and CM4 (Sabaka et al.,
2004). The two models reflect somewhat different
design philosophies, and hence have different
strengths: MF-4 is an inversion of data from which
estimates of other magnetic field sources have been
removed, whilst CM4 solves for all sources, suitably
parameterized, simultaneously. Thus MF-4 is a crus-
tal field model only, and extends from degrees 16 to
90. The CHAMP magnetic field satellite input to
MF-4 has had removed an internal field model to
degree 15, an external field model of degree 2, and
the predicted signatures from eight main ocean tidal
components. Additional external fields are subse-
quently removed in a track-by-track scheme.
Because of its design philosophy, the MF-4 model
can be considered a minimum estimate of the crustal
magnetic field, one in which there will be some
suppression of along-track magnetic fields.
Regularization has been applied to degrees higher
than 60 to extract clusters of spherical harmonic
coefficients that are well-resolved by the data.

CM4, in contrast, is a comprehensive model, that
is, it includes components of internal and external
origin, and toroidal fields, in addition to the crustal
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field (Figure 5). It is based on data from all high-

precision satellite magnetic field missions, beginning

with the POGO missions of the 1960s. It uses an

iteratively reweighted least-squares approach to

solve for all of the 25000þ parameters using more

than 2 million observations. Because of its design
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Figure 5 Residual progression versus geographic latitude as magnetic fields from the four main source regions (core, crust,

ionosphere, and magnetosphere) are removed with the Comprehensive Model CM4 (Sabaka et al., 2004). This profile shows

the total field T in the direction of the main field F of a CHAMP descending (South-going) satellite pass on 10 September 2001.

The pass is centered at 0300 UT and crosses the Equator at 137�W and 1220 LT. Magnetically quiet conditions prevailed with
Kp¼1þ for this period, Kp¼ 0þ for the previous 3-h period, Dst¼2 nT, and jd(Dst)/dtj < 2 nT h�1. Siebert and Meyer (1996)

discuss magnetic indices, while Mandea and Purucker (2005) discuss their role in data selection (see also Appendix to

Chapter 5.03). For a given panel, the symbols represent residuals with respect to a main field (to spherical harmonic degree

13) plus all fields labeled in the panels above; the line is the prediction from the field source labeled in the current panel. The
figure on the right shows the location of the sub satellite point and includes a contour map of the total field anomaly (�T)

originating in the crust (to spherical harmonic degree 60) from the Comprehensive Model (contour interval¼2 nT, dashed

lines indicated negative �T). The data from this profile were not included in the construction of the Comprehensive Model.

The equatorial electrojet (EE) can be seen (E) because it is most prominent around mid-day, following the magnetic dip
equator. Although the amplitude of the EE in the model and profile is similar, a slight amplitude offset and latitudinal shift

results in a residual anomaly that might be mistaken for a crustal anomaly. While the EE is a robust feature of the low-latitude

ionosphere, it does exhibit significant variability on a day-to-day basis (Lühr et al., 2004; Langel et al., 1993), and includes
wavelengths shorter than the resolution of CM4 (spherical harmonic degree 45 for the EE). The magnetic field originating in the

distant magnetosphere exhibits variations, which are not entirely accounted for by the Dst index, and this may account for

some of the mismatch. In contrast, the high-latitude current system (F) exhibits significant variability in time on a minute-to-

minute basis, and in space, and CM4 does not attempt to model it. Two significant crustal anomalies, in Wilkes Land,
Antarctica (W), and in southern Australia (A) are prominent in the profile. The frequency content of these anomalies again

exceeds the cutoff of CM4 (spherical harmonic degree 65 for crustal fields). These two magnetic features (Purucker et al.,

1999; Mayhew and Johnson, 1987) were adjacent (Von Frese et al., 1986) in pre-rift reconstructions of Gondwana.
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philosophy, the CM4 crustal field component esti-
mate is expected to have more power than MF-4,
both because no direct damping is applied to the
crustal field coefficients, and because of the along-
track approach used by MF-4. No suppression of
along-track magnetic fields is expected, and some of
them, especially in the vicinity of the dip equator, are
of questionable crustal origin.

5.06.4.4 Global Magnetization Models

Global magnetization models often represent an inte-
gration of compositional and thermal models of the
crust and mantle with long-wavelength crustal

magnetic field measurements from satellite. Both for-

ward (Hemant and Maus, 2006) and inverse (Fox

Maule et al., 2005) approaches are currently under

development. For example, one approach (Purucker

et al., 2002) has used the 3SMAC (Nataf and Ricard,

1996) compositional and thermal model of the crust

and mantle as a starting model, which is then mod-
ified in an iterative fashion with the satellite data

until the magnetic field predicted by the model

(Figure 6) matches the observed magnetic field.

A unique magnetic crustal thickness solution is

obtained by assuming (1) that induced magnetiza-

tions dominate in continental crust, (2) the model of

Dyment and Arkani-Hamed (1999) describes the
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nT

Unfit field: –0.8 to 0.9 nT

Figure 6 Magnetic crustal thickness map of North America (right), which reproduces satellite observations (bottom) from
CHAMP, as represented by MF-4 (Maus et al., 2006). As a starting model the seismic crustal thicknesses (left) from Chulick

and Mooney (2002) over North America are used instead of the global 3SMAC crustal and thermal model (Nataf and Ricard,

1996). The magnetic field is calculated from this starting model (top) under the assumption of a constant magnetic

susceptibility (�) of 0.04, and long-wavelength fields (spherical harmonic degree < 15) are removed, simulating a main field
subtraction. The observed (bottom) and modeled (top) fields are differenced, and the difference is inverted for a magnetic

crustal thickness. The starting model is then updated to reflect this change, and the process continues until convergence is

achieved. The process is nonlinear because the total anomaly field (�T) is used, and because of the high-pass filter. After
three iterations of this technique the residuals to the observations are less than 	1 nT. Negative magnetic crustal thickness

(shown in black, the minimum is�6 km) over a few regions in the ocean could be a consequence of remanent magnetic fields.

Large magnetic crustal thicknesses (shown in white; the maximum is 60 km) over parts of the mid-continent region could be a

consequence of inaccuracies in the starting model. Purucker et al. (2002) applied this approach over North America, and
found that if 3SMAC alone was used as a starting model, negative crustal thicknesses were found over the southeastern US

landmass. Modification of 3SMAC to place the major crustal thickness change near the Coastal Plain/Piedmont boundary

resulted in more realistic crustal thicknesses.
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oceanic remanence, and (3) that vertical thickness
variations dominate over lateral susceptibility varia-
tions. A starting model is necessary for two reasons:
(1) to constrain wavelengths obscured by overlap
with the core field, and (2) to ensure that most mag-
netic crustal thicknesses will be non-negative. An
approach (Figure 6) such as this has been used to
define the thickness and thermal properties of cra-
tonic North America (Purucker et al., 2002).

A second approach (Hemant and Maus, 2006;
based on earlier work of Hahn and Bosum, 1986)
uses the available magnetic petrology, geological
age, tectonic and seismic crustal thickness informa-
tion of the Earth’s crust, and assigns magnetization
strengths and directions to geological units based on
their age and rock compositions. In this way a global
magnetization model of the Earth’s crust is com-
puted. The model is used to predict the crustal
magnetic field at satellite altitude and compared
with the observed crustal field measurements. One
can match the observed field by varying the bound-
aries and composition of lower-crustal structures.

5.06.5 The ‘Tools of the Trade’

5.06.5.1 Survey Design and Resolution

Although magnetic surveys are frequently conducted
as ‘missions of opportunity’, where the mission design
is largely dictated by the needs of the primary instru-
ment, or the platform, there are many cases in which
the collection of a magnetic survey is the primary
goal, and consideration needs to be given to optimiz-
ing the return from the survey. A recent example of
such a process, and its documentation, has been the
planning for the Swarm magnetic field satellite con-
stellation (Olsen et al., 2006b). Survey design of
aeromagnetic surveys, including the spacing of flight
lines, their altitude, and the inclusion of tie lines, is
discussed by Reid (1980). For further details, refer to
Chapter 5.04 on ‘observation techniques’.

5.06.5.2 Removal of Noncrustal Fields

An important part of obtaining crustal anomalies
suitable for further processing, modeling, and inter-
pretation is adequate removal of noncrustal fields,
primarily that arising from dynamo action in the
core, and external fields due to solar–terrestrial inter-
actions. The geodynamo-generated field, often
referred to as the main field, has large amplitude
but varies slowly, both temporally and spatially.

External fields have much smaller amplitudes but
have much more rapid temporal and spatial varia-
tions. Time-varying external fields also induce
subsurface magnetic fields throughout the crust and
mantle, but their amplitudes are generally small com-
pared to those of typical crustal anomalies.

The effect of external fields can be minimized by
collecting data at magnetically quiet times, but this is
frequently impractical, especially at higher magnetic
latitudes. Many surveys are conducted with a con-
tinuously recording base station to monitor and
correct for external variations. The base station is
located at a site where the spatial field gradients are
low (i.e., not on a magnetic anomaly), ideally in,
roughly, the center of the survey area. It can be
used to alert surveyors to magnetic storms, when
data acquisition will be suspended, and as a means
to judge the quality of the survey data. In periods of
normal activity, the temporal variations recorded at
the base station will be a reasonable approximation to
the external field throughout the survey area.
External fields are a minimum at night in low and
mid-latitudes. Over several days (or longer) it is
usually possible to identify a ‘night time quiet
value’ (NTQV) from the base station record. The
difference between the NTQV and the base station
value at a given time is an approximation to the
external field at that time, and is removed from the
survey data. The difficulty of this method lies in the
complicated behavior of the external field, combined
with the generally unknown conductivity structure
of the Earth. A second approach to the correction of
external fields is via a least-squares analysis of the
misties at intersecting survey lines (Ray, 1985). The
two approaches are often used together, with the
regression-type analysis used as a refinement, to
remove errors not removed by the first approach.

After correcting for external fields, the method for
removing the main field depends on the size and
scope of the survey. For a small, ground-based sur-
vey, it is often sufficient to treat the main field as
constant over the survey area. Its amplitude is likely
to be well-approximated by the average field (data
mean) or the NTQV. Airborne and satellite surveys
typically cover much larger areas, over which it may
not be reasonable to assume the main field is con-
stant, and therefore more sophisticated main field
removal methods are justified. An obvious extension
is to remove the best-fitting line (for a 1-D survey) or
plane (2-D survey) through the data. More com-
monly, the predictions of a main field model such
as the International Geomagnetic Reference Field
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(IGRF) are subtracted. IGRFs consist of values for

the spherical harmonic coefficients from which the

field can be calculated at any point in space and time

(see Chapter 5.02 for further details). Each IGRF

consists of a set of main field and secular variation

coefficients covering a 5-year interval, thereby

accounting for the temporal evolution of the main

field. However, mismatches can occur between crus-

tal anomaly fields in overlapping or abutting areas

obtained from surveys at different times because the

IGRF representations are not perfect. This is a parti-

cular problem when trying to merge surveys to form

larger compilations.
The most important data for IGRF modeling have

been permanent magnetic observatory night-time

values on magnetically quiet days, usually selected

on the basis of geomagnetic activity indices (see the

Appendix to Chapter 5.03, and Siebert and Meyer,

1996). Observatories are located in areas of low

spatial magnetic field gradients, in areas where

crustal fields are a minimum. With the incorporation

of large numbers of data from orbiting satellites,

and the availability of more powerful computational

resources, different methods of analysis become

appropriate. As described earlier, rather than

attempting to remove certain field sources from the

data on a point by point basis prior to main field

modeling, they can now be solved for simultaneously.

This approach has led to the series of ‘comprehensive

models’ (e.g., Sabaka et al., 2004) in which large num-

bers of parameters expressing the main, crustal,

external, and induced fields are co-estimated (see

Chapter 5.02). These models (Figure 7) should

enable better estimates of the crustal field to be

obtained from survey data (Nabighian et al., 2005).

The current version of the ‘comprehensive model’ is

CM4 (Sabaka et al., 2004) and the data envelope

extends from 1960 through July of 2002. Usage of

the model outside of this time range entails two steps.

First, the user must update the values of Dst and

F10.7, the indices used for characterizing the state

of the ionopshere and magnetosphere. Second, the

internal, time-varying low-degree part of the model

must be replaced by a model that is valid over the

time span considered. This would mean the IGRF for

data collected prior to 1960, and a model such as the

CHAOS model (Olsen et al., 2006a) for data collected

after July 2002. The end result of this data-reduction

process should be point representations of our best

estimates of the crustal magnetic field, often referred

to as the crustal anomaly field.

5.06.5.3 Representations

Taking the cue from the way seismic trace information
is displayed, crustal magnetic data collected along a
profile, or even a series of profiles, can be represented
as a set of ‘wiggles’, with areas above the zero line filled,
or the areas above and below the line colored differently.
More often, data collected over an area are interpolated
onto a regular grid for display as a color image, and for
further processing and modeling. Various algorithms are
suitable for gridding crustal magnetic data, and which is
employed in a particular instance will depend on how
the data have been collected, and the form of the crustal
anomalies encountered. For example, aeromagnetic
data usually have a much smaller interval between
data points along flight lines than between them (see
Chapter 5.04), making bidirectional spline gridding
(Bhattacharyya, 1969) appropriate. For more evenly
spaced data, minimum curvature methods (Smith and
Wessel, 1990) are often applied. Widely spaced tie lines
are often flown perpendicular to the survey direction,
and this facilitates the ‘leveling’ of the survey (Ray,
1985). If the anomalies have a particular directionality
to them (e.g., they arise from a series of parallel dykes),
interpolations of the crustal anomaly field can be
improved by incorporating measured horizontal gradi-
ents (Reford, 2006). Besides offering a visual image of
the data through imaging, these regular grids form the
basis for all the transformations (mostly using wave-
number domain manipulation) discussed below that
can be applied to the data. As a consequence this is an
area of continuing research (O’Connell et al., 2005;
Hansen, 1993; Cordell, 1992; Keating, 1993; Ridsdill-
Smith and Dentith, 1999).

There are many methods of modeling the data
that can be used to interpolate between data points
and extrapolate beyond the survey area. Some of
these are only useful for local modeling, others are
only applicable to data sets covering all, or at least a
large part of, the Earth’s surface, and some can be
used for both local and global modeling. Global
methods are well-summarized in Langel and
Hinze’s 1998 book, and they present the methods
outlined below in a uniform notation.

The most commonly employed global method is
SHA, which has been described in Chapter 5.02 in
the context of main field modeling. The potential is
expressed as

V ¼ a
XNmax

n¼1

a

r

� �nþ1Xn

m¼0

gm
n cosðm�Þ þ hm

n
sin m�ð Þ

� �
Pm

n ðcos �Þ

½6�
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where a is the radius of the Earth, r is the radial
distance of the observation from the center of the
Earth, � denotes longitude, and � co-latitude,
Pm

n ðcos �Þ are the Schmidt quasi-normalized asso-

ciated Legendre functions of degree n and order m,
and the gm

n and hm
n are the spherical harmonic coeffi-

cients to be estimated. The difference for crustal field
modeling is that the series needs to include much
higher harmonic degree terms (Nmax) to represent the
anomaly field adequately. Spherical harmonic mod-
els of the crustal field from satellite data (Sabaka et al.,
2004; Maus et al., 2006) now go to spherical harmonic

degrees as high as Nmax¼ 90, corresponding to
Nmax(Nmaxþ 2) coefficients. This creates computa-
tional difficulties (Cain et al., 1989; Lesur and
Gubbins, 1999), and high-resolution data sets require
enormous numbers of spherical harmonic coefficients
to represent them adequately. SHA is not particularly
well-suited to global (or near-global) data sets of
varying spatial density: since the basis functions are
themselves global, the spherical harmonic series must
extend up to the degree representing the shortest
spatial wavelength in the data set (approximately
c/n, where c is circumference, and n is spherical
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Figure 7 Residual progression versus geographic latitude as magnetic fields from the four main source regions (core, crust,

ionosphere, and magnetosphere) are removed with the Comprehensive Model CM4 (Sabaka et al., 2004). This profile shows

the total field T in the direction of the main field F of a CHAMP satellite pass on 9 January 2002, when the magnetic field was in
a quiet state. The data from this profile were not included in the construction of the Comprehensive Model. For a given panel,

the symbols represent residuals with respect to a main field (to spherical harmonic degree 13) plus all fields labeled in the

panels above; the line is the prediction from the field source labeled in the current panel. The figure on the right shows the

location of the sub satellite point and includes a contour map of the total field anomaly (�T) originating in the crust (to
spherical harmonic degree 60) from the Comprehensive Model (contour interval¼ 2 nT; dashed lines indicate negative �T).

This figure illustrates the ionospheric/lithospheric separation that is possible with a Comprehensive Model approach with the

equatorial electrojet (E) in close proximity to the Bangui (B) crustal anomaly (Girdler et al., 1992). Note also the Tornquist-

Teisseyre zone (Taylor and Ravat, 1995) (T), a major litho-tectonic structure in Central Europe, and the Kursk (Taylor and
Frawley, 1986) anomaly (K), associated with a substantial Banded Iron Formation.
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harmonic degree). The coefficients multiplying these
degree terms will not be well-constrained if only a
limited area of the globe has coverage at the spatial
sampling rate appropriate to determine them and,
unless regularization is applied, their numerical
values may generate ringing over other parts of the
globe. Basis functions with more local support, such
as harmonic splines (HS) (Shure et al., 1982), or
wavelet-like functions (Lesur and Maus, 2006) are
better suited to data sets with variable resolution over
the globe.

Spectral analysis can be applied to data collected
along profiles or on a plane, with the usual techniques

to avoid ringing, edge effects, and spectral leakage
(Parker and O’Brien, 1997; Lowe et al., 2001). This
allows high-resolution data sets to be represented by
small numbers of model parameters. Alldredge (1981)
introduced rectangular harmonic analysis, suitable

when the area covered is small enough for the flat
Earth approximation to be appropriate. The method
is based on the solution to Laplace’s equation in a
Cartesian geometry. The data are first transformed
into the local Cartesian coordinate system with ori-

gin at the center of the region, and then the
coefficients are determined. They can be used to
predict the field at any altitude, and can also be
transformed back to a spherical Earth coordinate
system. Malin et al. (1996) introduced extra coeffi-
cients to remove trends. In an analysis of main field

data, they concluded the method was only suitable
for interpolation, and not for extrapolation.
Nakagawa and Yukutake (1985) used a cosine func-
tion weight near the edges of the region subject to
rectangular harmonic analysis to reduce edge effects.

Alldredge (1982) introduced the related concept
of cylindrical harmonic analysis, where the equation
to be solved is Laplace’s equation in cylindrical polar

coordinates. He advocated this when the observa-
tions displayed cylindrical symmetry. Again, the
size of the area to be modeled and single-valuedness
of the potential imposes constraints on the
arguments.

A representation useful for both local and global
modeling (typically in a Cartesian and spherical
coordinate system, respectively), is equivalent source

(ES) dipoles, where again the basis support is local.
The magnetized crust is divided into blocks, each of
which is assumed to have a magnetic dipole at its
center. In this case the potential can be expressed as

V ¼ –M ?r 1

d
½7�

where d is the distance between the dipole and the
observation location, and M is the dipole moment.
The conversion factor, �0/4�, between SI and CGS
units (cf. Blakely, 1995, p. 67) is implicitly assumed to
be included within eqn [7] and subsequent equations
relating the potential V to the magnetization M. The
model parameters of [7] are the direction and mag-
netization strength of the dipoles. However,
magnetization is often assumed to be purely induced,
meaning that the dipole directions are known (paral-
lel to the main field); the problem of inferring
strength from vector component anomaly data is
then linear. The dipoles can be arranged with vari-
able density according to the data distribution,
retaining the resolution of the original data set. This
can be a far more efficient (i.e., fewer parameter)
modeling method than SHA when the spatial resolu-
tion of the data set is uneven. Although the
distribution of magnetization in the crust reprodu-
cing the anomaly data is highly nonunique (Runcorn,
1975; see Section 5.06.5.6), it can be interpreted geo-
logically, especially if a priori information has been
incorporated in the modeling, whether forward or
inverse (see Section 5.06.5.5). ES dipole models
(Dyment and Arkani-Hamed, 1998) are widely used
for forward modeling since they are intuitively acces-
sible. They can be used straightforwardly to predict
the magnetic field at any altitude on or above the
Earth’s surface, so also provide an excellent tool for
upward and downward (analytic) continuation (see
Section 5.06.5.4).

The crustal anomaly field at or above the Earth’s
surface, even as high as typical orbiting satellite alti-
tudes of a few hundred kilometers, depends on the
magnetization of only a small volume of the crust
directly beneath the observation point – the footprint
of an anomaly measurement is small. Thus when a
local basis is used to represent the anomaly field, the
matrix relating observations to model parameters is
sparse. Using numerical methods for solving sparse
matrix systems then allows a large number of basis
functions to be included, meaning that the resolution
of the original data set can be retained. An applica-
tion of this to crustal anomaly modeling was by
Purucker et al. (1996), who applied the iterative con-
jugate gradient algorithm to ES dipole modeling of a
satellite crustal anomaly data set.

Although nonphysical and therefore not suitable
as an interpretation tool, crustal anomaly data can be
represented by a subsurface distribution of magnetic
monopole sources (O’Brien and Parker, 1994). The
number and positions of the monopoles on the source

214 Crustal Magnetism

Treatise on Geophysics, vol. 5, pp. 195-235



Author's personal copy

sphere are chosen to provide a good representation of

the data (again, a spatially variable monopole density
can be used to represent spatially variable resolution

of the original data); the model parameters are then

simply the monopole amplitudes (no assumptions

concerning directionality are required).
The potential is expressed as a sum of potential

sources jk (r), k¼ 1, . . ., K

V ðrÞ ¼
XK

k¼1

	kjk ðrÞ ½8�

where 	k are the monopole amplitudes to be deter-
mined. Monopoles at locations sk are represented by
functions

jkðrÞ ¼
1

r – skj j ½9�

The solution is calculated by minimizing

U ¼ C – 1ðd – G	Þ
�� ���� ��2þ 
aT �a ½10�

where C is the data covariance matrix, d is the data
vector, G is the matrix of Green’s functions relating
the monopoles to the measurements, 
 is a Lagrange
multiplier, and aT�a is a quadratic form expressing
the field complexity. ?j jj j denotes the Euclidean norm
or length. G is known as the Gram matrix; its (j, k)th
element is the inner product of jj and jk. Thus the
first term measures the fit to the data, and the second,
the amount of structure in the resulting field model.
This is an example of a regularized, or minimum
norm, solution; by an appropriate choice of 
, we
can relax slightly the fit to the model such that it
does not attempt to model noise in the data. The
quadratic form (and definition of the inner product
for the calculation of the Gram matrix) is chosen to
measure some global property of the field such as its
mean strength or lateral variability; useful measures
lead to closed form, or at least easily calculable, Gram
matrix elements. The concept was introduced with
main field modeling in mind (see Chapter 5.02),
where some quantities that are expressible as quadratic
norms can be bounded theoretically or empirically. It
is now widely used as a regularizing tool. For crustal
modeling, it ensures that the models have minimum
structure for a given fit to the data; if the fit is accep-
table, we can then argue that the real Earth has at least
as much structure as the model. Since [10] minimizes a
global measure of complexity, it does not matter if the
monopole sources are distributed unevenly over the
surface to reflect the data coverage.

HS are local basis functions introduced by Shure
et al. (1982) for global main field modeling. They
were the first to apply minimum norm modeling to
geomagnetism. Using the Green’s function for the
magnetostatic potential, the solution is constructed
as a linear combination of the HS associated with
each data point, leading to the solution of a linear
system of dimension: the number of data points. This
is impractically large even for main field modeling,
but naturally preserves the resolution of the original
data set. To make the inversion of large data sets
computationally tractable, Parker and Shure (1982)
expanded the solution in terms of HS at only a subset
of the data points, known as the depleted basis. The
system then reduces to one of the dimensions of the
number of data points. Tests based on small data sets
demonstrated that the depleted basis solution had
only a slightly larger norm than the minimum value
obtained by HS. The resolution of the depleted basis
solution depends on the spacing between the basis
points. The field can be constructed at any radius
beyond which the solution converges, making analy-
tic continuation straightforward.

HS is not used in crustal anomaly modeling
because the number of points in practical data sets
is too large, but Whaler (1994) inverted a 2� � 2� grid
of MAGSAT satellite crustal anomalies using
depleted basis HS, using it to downward continue
the field from satellite altitude to just above the
Earth’s surface. With the computational resources
available then, she was only able to retain every
other basis point in latitude and longitude even
over a continental-sized area of the globe (an
80� � 80� area centered on Africa), with consequent
loss of resolution. She also found that a sparse dis-
tribution of points was required over the remainder
of the globe to avoid ringing. Another disadvantage of
depleted basis HS is that the arrangement of depleted
basis points is subjective. However, it simplifies the
inversion of total field anomaly data, since the basis
functions for their expansion can be chosen to be
those for the vertical component (at a limited subset
of the actual data points), simplifying the matrix
element calculations (Langel and Whaler, 1996).

A more satisfactory application of HS uses sparse
matrix techniques, allowing the full basis to be
retained. Unpublished models using the conjugate
gradient algorithm based on satellite anomaly data
are very similar to those obtained using other global
methods, and also compare favorably with Whaler’s
(1994) depleted basis models over Africa. HS (and
depleted basis HS) coefficients can be converted into
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an infinite series of spherical harmonic coefficients
that give power spectra similar to those obtained
from SHA at low degree, but typically have less
power at higher degrees.

Achache et al. (1987) used the same basis functions
to model satellite data, but reduced the size of the
linear system by recognizing that they fall to negli-
gibly small values quickly with lateral distance from
the point at which the solution is being calculated.
They thus included only those related to data points
close to the point of interest, reducing the dimensions
of the matrix to be inverted from the number of data
to the number of ‘nearby’ data points. Their recom-
mendation is that points within a horizontal distance
3h, where h is satellite altitude, be included. In addi-
tion, they used principal component analysis to
stabilize the inversion of the resulting (smaller)
matrix by including only those eigenvectors asso-
ciated with the largest eigenvalues. The decision as
to how many eigenvectors to include is subjective,
but the eigenvalue spectrum shows a rapid fall-off for
satellite data acquired above 200-km altitude, making
the choice relatively clear-cut. Previously, Langel
et al. (1984) used principal component analysis to
stabilize the calculation of ES solutions.

Based on methods originally developed for mod-
eling seamount magnetism (Parker et al., 1987), then
adapted to account for crustal magnetization when
modeling the main field ( Jackson, 1990, 1994),
Whaler and Langel (1996) used a depleted basis
minimum norm method to model crustal magnetiza-
tion from satellite anomaly field data sets. Data are
related to magnetization varying continuously in a
crust of assumed constant thickness through [1], and
hence the solution is expressed as a linear combina-
tion of the Green’s functions

– Î
ð�Þ
j ?rrj

�0

4�
rs

1

rj – s
�� ��

( )
½11�

The resulting Gram matrix elements have closed-
form expressions involving elliptic integrals, but
these can be approximated very accurately by
expressions involving only elementary functions
since the thickness of the magnetized layer is small
in comparison to the Earth’s radius. A similar simpli-
fication applies if depth-independent magnetization
is assumed; this is more appropriate for satellite data
modeling, since the thickness of the magnetized layer
is very much smaller than satellite altitude, so it is

indistinguishable from a thin sheet. The norm mini-
mized was

Mj jj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ

v

M ? M dv

s
½12�

that is, the root-mean-square (rms) magnetization
amplitude of the crust. The method makes no
assumption about the magnetization direction, so
allows both remanent and induced magnetization.
Whaler and Langel (1996) chose the same data set
and distribution of depleted basis points Whaler
(1994) used to downward continue the magnetic
field to produce a magnetization model for Africa.
For ease of comparison with ES dipole models
assuming purely induced magnetization, they dis-
played the model as components in the direction of
the main field (consistent with induced magnetiza-
tion, or remanent magnetization acquired in today’s
main field), perpendicular to the main field in the
meridian plane, and perpendicular to the meridian
plane. Whaler and Langel (1996) note that by damp-
ing least-squares ES inversion, the solution
minimizes the same norm as they employed, that is,
minimum rms magnetization. The largest component
of magnetization was in the direction of the current
main field (or antiparallel to it), but the component of
magnetization perpendicular to the main field in the
meridian plane was also significant in many areas.
The smallest component (perpendicular to the mer-
idian plane) requires rotation and translation of the
magnetization vector from that which would be
recorded by rocks acquiring a contemporary rema-
nent magnetization.

A similar difficulty of loss of resolution of the
solution and subjectivity of the choice of depleted
basis points can be overcome in the same fashion as

for HS: by employing the iterative conjugate gradi-
ent technique to solve the full data-by-data system
of equations, taking advantage of the sparseness of
the matrix relating data to model parameters. Again,
comparisons between Whaler and Langel’s (1996)

depleted basis magnetization model for Africa and
surrounds and the equivalent part of the global
conjugate gradient model of Whaler et al. (1996)
are favorable. Whaler and Purucker (2005) have
applied this technique to Martian orbiting satellite

data, and compared the model to Langlais et al.,’s
(2004) ES dipole model. Mars no longer has an
active dynamo, so the magnetization direction is
unknown. Langlais et al. (2004) developed an itera-
tive technique that allowed them to solve for both
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the amplitude and direction of ES dipoles.
Convergence was difficult to achieve, particularly
as the dipole spacing was reduced, so their final
model had a coarser spacing than the separation
between the data points. Nonetheless, there was
good agreement between their model and
Purucker and Whaler’s model, which was also
based on a slightly different data set.

Spherical cap harmonic analysis (SCHA) (Haines,
1985), and the related translated origin spherical cap
harmonic analysis (TOSCA) (de Santis, 1991), have
been developed to model the field over small patches
of the globe. As for global SHA, the potential is
expressed as a finite sum of spherical harmonics,
but including harmonics of non-integer degree.
Assuming the cap is centered on �¼ 0 and subtends
an angle �0 at the center of the Earth, the possible
values of degree, nk, which is a function of order, m,
are those for which �0 is a zero of either Pnk

m(�) or
qPm

nk
ð�Þ=q�. SCHA maps harmonics on the sphere to

the spherical cap, so their effective wavelength is
reduced accordingly. Thus, smaller-scale features
can be represented over the cap with fewer coeffi-
cients than are required for global SHA. TOSCA
moves the origin from the center of the Earth toward
the surface along a line joining the Earth’s center to
the center of the cap. This adjusts the wavelength
represented by a given harmonics to be smaller at the
center of the cap than at the edge, an advantage if the
data distribution is concentrated toward the center of
the region. Korte and Holme (2003) present a method
for regularizing SCHA, pointing out that, unlike
SHA, the basis functions are not orthogonal. This
means that it is not possible simultaneously to repre-
sent the potential for the vertical and horizontal field
components exactly. Analytic continuation is prone
to errors that increase with the upward or downward
continuation distance, although Thebault et al. (2004)
have re-posed SCHA as a boundary value problem
within a cone extending above the reference surface,
thereby allowing satellite data to be downward con-
tinued to the Earth’s surface.

5.06.5.4 Transformations

The transformations of the next few subsections are
applicable to 2-D data sets expressible in a rectangu-
lar geometry, such as those recorded in regional
aeromagnetic surveys. They are most easily consid-
ered and performed in the wave number domain.
The development here follows that of Gunn (1975)

closely, but beware of typographical errors in his
manuscript. We begin with the expression for the
magnetic scalar potential V resulting from a distribu-
tion of magnetization M within an infinite half-space.
Assuming a uniform direction of magnetization, the
potential is (in Cartesian coordinates, with z positive
downwards)

V ðx; y; zÞ ¼ q
qk0

Z 1
0

Z 1
–1

Z 1
–1

Mð	; �; �Þ
d

d	 d� d�

½13�

where q=qk0 is the derivative in the direction of M,
and d is the source–observation distance:

d 2 ¼ ðx –	Þ2 þ ðy –�Þ2 þ ðz – �Þ2 ½14�

The 	, � integral is a convolution, that is,

Z 1
–1

Z 1
–1

Mð	; �; �Þ
d

d	 d�

XMðx; y; �Þ
Rðx; y; z – �Þ ½15�

where‘
’ denotes convolution and

Rðx; y; z – �Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ ðz – �Þ2

q ½16�

Hence, the Fourier transform of V is

Ṽ ðu; v; zÞ ¼ q
qk0

Z 1
0

M̃ðu; v; �Þ ? R̃ðu; v; z – �Þd� ½17�

where

M̃ðu; v; �Þ ¼
Z 1
–1

Z 1
–1

Mðx; y; �Þe – iðuxþvyÞdx dy ½18�

is the Fourier transform of M, using the tilde symbol
to denote Fourier-transformed quantities. The
Fourier transform of R is

Z 1
–1

Z 1
–1

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ ðz – �Þ2

q e – iðuxþvyÞdx dy

¼ 2�
eðz – �Þ

ffiffiffiffiffiffiffiffiffi
u2þv2
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p ½19�

and so

Ṽ ðu; v; zÞ ¼ 2�
q
qk0

Z 1
0

M̃ðu; v; �Þ eðz – �Þ
ffiffiffiffiffiffiffiffiffi
u2þv2
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p d� ½20�

Let (l, m, n) be the direction cosines of M. Then

q
qk0
¼ l

q
qx
þ m

q
qy
þ n

q
qz

½21�
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But qf =qx ¼ iuf̃ for any Fourier transform pair f,

f̃ (and similarly for differentiation with respect to y).
Hence

Ṽðu; v; zÞ ¼ 2�
ilu þ imv þ n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p

�
Z 1

0

M̃ðu; v; �Þeðz – �Þ
ffiffiffiffiffiffiffiffiffi
u2þv2
p

d� ½22�

We now need to relate the (Fourier transformed)
potential V to the (Fourier transformed) component
of the magnetic field being measured, usually that in
the direction of F, which we take to have direction
cosines (l9, m9, n9):

�Tðu; v; zÞ

¼ 2�
ilu þ imv þ n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p� 	

il9u þ im9v þ n9
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p� 	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p

�
Z 1

0

Mðu; v; �Þeðz – �Þ
ffiffiffiffiffiffiffiffiffi
u2þv2
p

d� ½23�

It is easily shown that l ¼ cos IF cos DF;m ¼ cos IF

sinDF; and n ¼ sin IF; where IF and DF denote the
inclination and declination of the main field, respec-
tively, and similarly for (l9, m9, n9).

5.06.5.4.1 Analytic continuation

From [23] it follows straightforwardly that analytic
(upward or downward) continuation involves con-
volving with a filter whose frequency response is

eHk , that is, multiplying by eHk in the wave number
domain, where k2 ¼ u2 þ v2 is the square of the wave
number, and H is the continuation height or depth
(also measured positive downwards). eHk is some-
times referred to as the analytic continuation
operator. Thus, downward continuation is an ampli-
fying and roughening operation (conversely for
upward continuation). This is analogous to the sphe-
rical case where the amplification factor is a=rð Þnþ2,
where n is spherical harmonic degree, a is the refer-
ence radius of the spherical harmonic expansion, and
r the analytic continuation radius. Examples of the
uses of analytic continuation are to suppress or
enhance short-wavelength features, reduce data col-
lected at a variety of altitudes (e.g., different flying
heights for airborne surveys) to constant height,
either above terrain or relative to mean sea level,
compare ground and airborne observations, and esti-
mate depth to sources (see Section 5.06.5.5).

5.06.5.4.2 Reduction to the pole

Reduction to the pole (RTP) is achieved by convol-
ving with a filter whose frequency response is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p

ilu þ imv þ n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p ?

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p

il9u þ im9v þ n9
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p ½24�

(the factor
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p

in each term preserves dimen-
sions), that is, [24] is the RTP operator (or filter). It
removes the factors in [23] associated with the direc-
tion of the main field and the direction of remanent
magnetization. Its effect is to reduce the anomalies to
those that would be observed at the magnetic North
pole with a vertical remanent magnetization direc-
tion. If the remanent magnetization direction is
unknown, or magnetization can be assumed to be
purely induced, the direction cosines of magnetiza-
tion are replaced by those of the main field. RTP
becomes unstable as the magnetic equator is
approached since the numerator of [24] approaches
zero (recall n ¼ sin IF). At low magnetic latitudes, it
is possible to perform reduction to the equator
instead, but the form of the resulting anomalies is
not as simple as for RTP. Silva (1986) has treated
RTP as an inverse problem, using methods designed
for stabilizing inversion to stabilize RTP. Besides
aiding interpretation through simplifying the form
of the anomalies and centering them over their cau-
sative structures, RTP eases the comparison of
oceanic magnetic anomalies at different latitudes.

5.06.5.4.3 Pseudogravity

The pseudogravity transformation follows from
Poisson’s relation between the magnetic potential
and the gravitational field. Consider a body with
uniform magnetization (both strength and direction)
and density occupying a volume �. Then the mag-
netic scalar potential is

V ðPÞ ¼ –M ?rP

Z
�

1

d
d� ½25�

where P is the observation point, and d is distance
from P, and the gravitational potential is

UðPÞ ¼ G


Z
�

1

d
d� ½26�

where G is the gravitational constant and 
 is density.
Combining the two,

V ðPÞ ¼ –
1

G

M ?rPU ¼ –

1

G

Mg M ½27�

where g M is the component of gravity in the direc-
tion of M; [27] is Poisson’s relation. In fact, it is not
necessary for the potential and magnetization to be
constant. We can consider a body to be composed of
arbitrarily small volumes in which density and
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magnetization can be regarded as constant. Since
potentials add, [27] applies to a body in which den-
sity and magnetization vary in proportion. However,
pseudogravity is defined as the gravity anomaly that
would be observed if the magnetization distribution
were replaced by an identical density distribution,
that is, M=
 is a constant. In the wave-number
domain, this gives

g̃M ¼ CṼ ½28�

where C ¼ – G
=Mð Þ is a constant. Converting from
the magnetic potential to total field anomaly,

g̃M ¼ C
1

ðil9u þ im9v þ n9
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2Þ

p �T̃ ½29�

Finally, converting from the component of gravity in
the direction of M to the vertical component gives
the Fourier-transformed pseudogravity, g̃ps:

g̃ps ¼C

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2þ v2
p

ðiluþ imvþ n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2Þ

p
ðil9uþ im9vþ n9

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2Þ

p
��T̃ ½30�

Thus, the pseudogravity operator is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p

ðiluþ imvþ n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2Þ

p
ðil9uþ im9vþ n9

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2Þ

p ½31�

Note that, unlike the expression for the RTP opera-
tor, there is only one factor

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p

in the
numerator of [31] because Poisson’s relation [27]
relates the magnetic scalar potential to the component
of the gravitational field in the direction of magneti-
zation. This means that the pseudogravity operator
alters the frequency content of the signal, preferen-
tially amplifying the longer-wavelength components
(in contrast to the spatial derivatives discussed in
Section 5.06.5.4.4, which preferentially amplify the
shorter-wavelength components). Like the RTP
operator, it can run into problems at low magnetic
field or magnetization inclinations. The constant C in
[30] means we can predict the pattern (but not the
amplitude) of the gravity anomalies that would be
obtained over the same structure. The pseudogravity
transformation aids the comparison of magnetic and
gravity anomalies, allows gravity methods to be used
to interpret magnetic anomalies, and can be used in
conjunction with gravity data to determine the direc-
tion of magnetization and the ratio of magnetization

to density (Cordell and Taylor, 1971). Note that
Poisson’s relationship provides an example of the
ambiguity in magnetization modeling – there is no
total field anomaly over a uniformly magnetized
sheet (regardless of the direction of magnetization)
since its gravity anomaly is constant. The result
extends to a spherical geometry, where more com-
plicated magnetization distributions can be shown to
produce no external magnetic field (Runcorn, 1975).
These magnetic annihilators are discussed more fully
in Section 5.06.5.6.

5.06.5.4.4 Spatial derivatives

Derivatives are useful for enhancing smaller-scale
features of a data set, and anomalies caused by shal-
low bodies, and directional derivatives for enhancing
or suppressing features in a given direction. The
second vertical derivative is valuable because it
relates to second horizontal derivatives through
Laplace’s equation, which is satisfied by the total
field anomaly as well as the scalar potential if the
main field direction is constant. This involves multi-
plying �T̃ by k2 and is thus a significantly
roughening operation. It is used to suppress regional
gradients, and to aid in the determination of source
depth and the attitude of interfaces. As noted above,
differentiation with respect to x or y multiplies �T̃

by iu or iv, respectively. The horizontal derivative,
that is, the derivative in the direction of maximum
change, therefore has a Fourier transform k�T̃. This
follows because

r�T ¼ q�T

qx
iþ q�T

qy
j ½32�

where i, j are unit vectors in the x-, y-directions,
respectively. Thus in the wave-number domain

r�T̃ ¼ iu�T̃ iþ iv�T̃ j ½33�

and hence

r�T̃
�� �� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r�T̃ 
r�T̃
p

¼ k�T̃ ½34�

where here 
 denotes complex conjugate. First deriva-
tives are also required in some methods of estimating
depth to sources (see, e.g., Section 5.06.5.4.7).
Directional derivatives, for example, in the direction
defined by an angle j0 with the x-axis, are obtained by
taking the magnitude of cosj0 times the x-derivative,
and sinj0 times the y-derivative. Directions are pre-
served on Fourier transformation: since the wave
vector k has components u and v in the x- and

Crustal Magnetism 219

Treatise on Geophysics, vol. 5, pp. 195-235



Author's personal copy

y-directions respectively, its magnitude is
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p

and its phase is

tanj0 ¼
v

u
¼ y

x
½35�

the latter by definitions of j0. Thus, the directional
derivative enhances features making an angle j0 with
the x-axis; to suppress them, but still improve the
definition of smaller-scale features, one could take
the directional derivative in the orthogonal direction.

5.06.5.4.5 Pie-crust filter

An alternative method of eliminating anomalies in a
particular direction is to use the pie-crust filter or
operator, given by

W ðjÞ ¼

0 ðj0 –�j < j < j0 þ�jÞ

0 ðj0 –�j < jþ � < j0 þ�jÞ

1 otherwise

8>><
>>:

½36�

This removes anomalies within an angle �j either
side of j0, and preserves those at all other angles,
without altering the frequency content. Anomalies
within this wedge can be preserved by swapping the
values 0 and 1 in [36]. A more sophisticated filter
(with a taper between 0 and 1) would reduce ringing
when the filtered anomalies are transformed back to
the spatial domain.

5.06.5.4.6 Analytic signal

Another useful interpretational tool is the analytic
signal, defined as

Aðx; yÞ ¼ q�T

qx
iþ qT

qy
jþ i

qT

qz
k ½37�

where i, j, and k are unit vectors in the x-, y-, and
z-directions respectively. The real and imaginary
parts of its Fourier transform are the horizontal and
vertical derivatives of �T, respectively. They form a
Hilbert transform pair, as required for A to be an
analytical signal, a property most easily demon-
strated in the wave-number domain (Roest et al.,
1992). The amplitude of the analytic signal

Aðx; yÞj j2¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q�T

qx


 �2

þ q�T

qy


 �2

þ q�T

qz


 �2
s

½38�

is most often used for interpretation. It has maxima at
magnetization contrasts, independent of the direction
of the ambient magnetic field for 2-D sources and
only weakly dependent on these directions for 3-D
sources, offering a method for locating the edges of

magnetized bodies. If the edges are assumed vertical,
it can be used to determine depth to sources. Over a
2-D vertical contrast in magnetization at depth d, the
amplitude of the analytic signal is proportional to

1=ðx2 þ d 2Þ where x is the horizontal distance from
the contact (Nabighian, 1972). Thus the half-width of
the curve gives d, the depth to the contrast.
Automatic methods for finding the positions of max-
ima of quantities such as the analytic signal are given
by Blakely and Simpson (1986). Other boundary edge
finding methods include the terracing operator of
Cordell and McCafferty (1989) and the ‘amplitude
of horizontal gradient method’ of Grauch and
Cordell (1987).

5.06.5.4.7 Euler deconvolution

Euler’s homogeneity equation can be written
(e.g., Reid et al., 1990)

ðx – x0Þ
q�T

qx
þ ðy – y0Þ

q�T

qy
þ ðz – z0Þ

q�T

qz

¼ – si�T ½39�

Here, (x, y, z) is the position at which the total field
anomaly is �T, arising from a source at position (x0,
y0, z0). si is the ‘structural index’ (SI), a measure of the
rate of fall-off of the field with distance, which there-
fore reflects the source geometry (Thompson, 1982).
An SI of 3 corresponds to a point source (dipole), 2 is
appropriate for extended line sources, such as pipes
and cylinders, a value of 1 for a step, thin dike or sill
edge, and values of 0.5 and 0 have been chosen for
faults and other contacts. If N is set to zero, the right-
hand side of [39] should be replaced by a constant,
which depends on the amplitude of the contrast in
magnetization, and the strike and dip of the contact
(Reid et al., 1990).

Euler deconvolution (which is not strictly a
deconvolution) has proved itself particularly useful
in a regional context, when grids or profiles of data
can be inverted systematically for source parameters
and the background field (or the constant on the
right-hand side of [39] when N¼ 0). As [39] shows,
the method requires derivatives of �T, which are
usually calculated in the wave-number domain.
These are treated as data (along with the SI) in an
inversion for the source positions and background
field (or right-hand side constant). Obtaining useful
solutions depends on careful choice of the window
size (i.e., how many adjacent points are included in a
single least-squares-type inversion). Each window
produces a set of source parameters, and only those
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with standard deviations below a specified threshold
are retained. Even these often plot as quasi-linear
features (‘strings of pearls’), that is, the solutions
tend to be defocused. This may be partly because a
region often includes sources represented by more
than one SI, and attempts have been made to develop
a multiple source approach. Other approaches
include methods of determining automatically, or
also solving for, SI, for example, wavelet-based meth-
ods for estimating degree of homogeneity (Sailhac
et al., 2000). The usual methods of damping and
generalized inverses are useful in improving the per-
formance of the method and interpretation of the
results (e.g., Neil et al., 1991; Mushayandebvu et al.,
2004), but damping tends to bias depth estimates.

Several authors have pointed out that Euler
deconvolution can be applied to any homogeneous
field or function. This includes the horizontal gradi-
ent or analytic signal of a field that is itself
homogeneous, for example, the magnetic field, or
its Hilbert transform; the appropriate SI for the hor-
izontal gradient or analytic signal is then one larger
than that of the original field source. The advantage
of deconvolving the analytic signal rather than the
magnetic field itself is that its calculation effectively
removes the background field.

5.06.5.5 Forward and Inverse Methods

Transformations assist in the characterization of cer-
tain features of the magnetic source, thereby
facilitating interpretation. Forward and inverse
methods take this characterization a step further,
determining attributes of the magnetic source.
Forward methods begin with one or more magnetic
bodies whose salient features are selected a priori, on
the basis of geologic or geophysical knowledge.
Magnetic fields are then predicted for these bodies
at the survey location, and model parameters are
adjusted on the basis of the closeness of the fit to
the observation. This process continues until a suffi-
ciently close fit to the observations is achieved.
Inverse methods, in contrast, allow for the direct
determination of one or more attributes of the mag-
netic source, usually through least-squares or
Fourier-transform techniques.

5.06.5.5.1 Forward models

Procedures for calculating magnetic forward models
involve simplification of complex bodies into simpler
ones, either as collections of rectangular prisms
(Bhattacharyya, 1964), magnetic dipoles (Dyment and

Arkani-Hamed, 1998), polygonal laminae (Talwani,
1965; Plouff, 1976), or polyhedrons (Bott, 1963). The
calculation can be made either in the space or wave-
number domains. Parker (1973) gives a wave-number
domain-based algorithm for the rapid calculation of the
crustal magnetic field over sources defined by a mag-
netization contrast over a topographic surface.

5.06.5.5.2 Inverse approaches

Quantitative interpretations sought using an inverse
approach aim to estimate the causative body’s depth,
dimension, and magnetization contrast. In many appli-
cations, depth to the magnetic source is the most
important of these properties. Depth to source deter-
minations are of two types: (1) based on the shape of
individual anomalies (beginning with Peters, 1949),
and (2) based on the statistical properties of ensembles
of anomalies (beginning with Spector and Grant,
1970), and implemented in the spectral domain.

The first analytic approximation to determining
the depth to source was by Werner (1955), who solved
the problem under the assumption that the source was
a thin dike. Subsequent work has relaxed that limita-
tion, and allowed for other source geometries (Ku and
Sharp, 1983). The exploitation of Euler’s homogeneity
relation [39] led to a second class of analytic approx-
imations (Reid et al., 1990). This approximation allows
for a variety of sources to be treated successfully, as
outlined in Section 5.06.5.4.7.

Wave-number-domain approaches to individual
anomalies include the methods of Naudy (1971),
applicable to a vertical dike or thin plate, and
CompuDepth (O’Brien, 1972).

5.06.5.5.2.(i) Fourier domain approaches to

groups of anomalies Matched Filters (Syberg,
1972; Phillips, 1997) use the Fourier-domain proper-
ties (Spector, 1968; Spector and Grant, 1970) of the
magnetic field to estimate the depths of the principal
sources. These depths are then used to design wave-
length filters, which are in turn used to decompose
observed magnetic anomalies into estimates of the
anomalies caused by sources at those principal
depths. The original Spector and Grant (1970)
method estimated the depth from the slope of the
radially averaged power spectrum.

5.06.5.6 Resolving Interpretational
Ambiguity

Some of the ways for resolving or better understand-
ing interpretational ambiguity include annihilators
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(Runcorn, 1975; Maus and Haak, 2003), ideal body

analysis (Parker, 2003), Monte Carlo simulations

(Sambridge and Mosegaard, 2002), and, of course,

through the use of prior information.
It has long been known that an infinite sheet with

constant magnetization produces no magnetic field

outside of the sheet, although second-order effects

usually ensure that some magnetic fields escape.

Only magnetization contrasts produce magnetic

fields. Runcorn (1975) demonstrated, in the case of

the moon, that a spherical shell of constant suscept-

ibility linearly magnetized by an arbitrary internal

field also produces no field outside of the shell. More

recently, Maus and Haak (2003) illustrated another

class of magnetization solutions that produce no

external fields. Their example, based on reasoning

from spherical harmonics, is one defined by a mag-

netic susceptibility profile in a dipolar field that is

symmetric about the magnetic equator. In the case of

the Earth, South America and Africa are approxi-

mately bisected by the magnetic dipole equator, and

their shape can be approximated fairly well by an

annihilator. Thus, if these continents possess a large-

scale magnetic contrast with the surrounding ocean,

much of that contrast may be invisible. It is expected

that further inquiry will reveal additional classes of

annihilators.
The theory of ideal bodies (Parker, 1974, 1975)

systematizes the process of placing bounds on the

parameters of the source region, such as the depth

of burial (Grant and West, 1965). The process for

doing this involves the minimization of the infinity

norm of the magnetic intensity jMj within the source

region. Parker (2003) showed how such a process

could be used to determine the distribution of mag-

netization that has the smallest possible intensity,

without any assumptions about its direction.
The Metropolis algorithm and the Gibbs sampler

(Mosegaard and Sambridge, 2002) are Monte

Carlo techniques for the exploration of the space

of feasible solutions. They also provide measures

of resolution and uncertainty. Although not widely

used in the field of crustal magnetism, the

Metropolis algorithm has been used by Rygaard-

Hjalsted et al. (2000) to conduct resolution studies

on fluid flow in the Earth’s outer core from

geomagnetic field observations. Monte Carlo techni-

ques can also be used to find globally optimal

solutions, and Dittmer and Szymanski (1995) have

applied simulated annealing to magnetic and resis-

tivity data.

5.06.6 Spectral Overlap with Other
Fields

The transition from core-dominated to crust-domi-

nated processes occurs as a relatively sharp

break centered at spherical harmonic degree 14

(Alldredge et al., 1963; Cain et al., 1974; Langel

and Estes, 1982) corresponding to wavelengths of

40 000/14¼ 2860 km. This transition can be seen in

a power spectrum of the static field (Figure 8). The

crustal field is much stronger over the continents

than over the oceans (Arkani-Hamed and

Strangway, 1986; Hinze et al., 1991) and so we expect

that the spectral overlap with the core field will be

different for continental than for oceanic crust. The

crustal field is expected to have power at wave-

lengths longer than degree 14 because of the

markedly different characteristics of continental and

oceanic crust (Meissner, 1986) and because of long-

wavelength oceanic magnetic anomalies (Dyment

and Arkani-Hamed, 1999). These longest wave-

lengths are masked by the dominant core fields

(Hahn and Bosum, 1986), and various forward

(Cohen, 1989) and inverse (Purucker et al., 1998,

2002) approaches have been developed in an attempt

to include at least some notional idea of these fields.

The longest-wavelength crustal magnetic fields

remain inaccessible to direct observation, although

Mayhew and Estes (1983) suggest that simultaneous

modeling of core and crustal fields using ES dipole

arrays located both within the core and crust might

make possible the separation of the sources. The task

they outlined is now computationally feasible

(Purucker et al., 1996), but there are reasons for sus-

pecting that a full separation may not be possible. For

example, it is possible to represent magnetic fields of

long wavelength (say the dimension of a continent)

by ES dipoles placed either at the surface, or at the

core–mantle boundary. A separation based solely on

the radial position of the dipoles is thus likely to be

ill-posed, and depend on details of the parameteriza-

tion, such as the tessellation used, its spacing, and the

distance over which the observations are expected to

influence the crustal dipoles. The debate over the

existence of field-aligned current systems (Dessler,

1986) shows the difficulty of interpreting physically

an equivalent current/dipole system deduced solely

from observations of the magnetic field.
On the other hand, co-estimation of magnetic

fields of internal and external origin through the

‘comprehensive model’ approach (Sabaka et al.,
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2002, 2004; Olsen et al., 2006a) has been successful
because of the different decay characteristics of the
internal and external fields (Langel et al., 1996). This
approach utilizes magnetic field measurements from
satellites (ionosphere, crust, and core are internal)
and the surface (crust and core are internal), and
does not separate the internal fields of core and
crustal origin, lumping them instead into a spherical
harmonic series from spherical harmonic degrees 1–
60. These ‘comprehensive’ models are now widely
touted (Nabighian et al., 2005) to replace the existing
International Geomagnetic Reference Field Models
in many applications.

Another, qualitative, approach to separation is to
characterize visually the field, and magnetization
solutions deduced from that field, in the hope that
features at small scales will provide clues into what is
happening at the largest scales. Because of the wider
spectral content of recent satellite crustal field mod-
els, Purucker and Whaler (2004) were able to
recognize two patterns in the vertical component
map (Figure 9) of the crustal field of the North
American region.

The first pattern, which they refer to as ‘C’,
encompasses the North American land mass, the
Caribbean and Gulf of Mexico, and northernmost
South America. The peak-to-trough magnitude of
anomalies in ‘C’ typically exceeds 50 nT, and the
anomalies are either equidimensional or oriented in
a direction subparallel to the nearest coastline or
tectonic element. The second pattern, which they
refer to as ‘O’, encompasses the Eastern Pacific, the
Cocos plate, and the western Atlantic away from
continental North America. The peak-to-trough
magnitude of anomalies in ‘O’ is typically less than
30 nT, and the anomalies are commonly narrow and
elongate in the direction of the nearest spreading or
subduction zone. The ‘C’ pattern can also be dis-
cerned on global maps of the field, when account is
taken of the higher altitude. The ‘C’ pattern is char-
acteristic of much of the Asian landmass, a region
centered on but more extensive than Australia, and
two broad regions within the African landmass. The
‘O’ pattern is seen in the eastern Pacific, the North
and South Atlantic, and the Indian oceans. The ‘C’
and ‘O’ patterns are also evident in a magnetization
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model based on these observations (Purucker and

Whaler, 2004). A map of jMj shows these patterns

best (Figure 10). Regions with magnetizations

greater than 0.1 A m�1 (red regions on Figure 10

map) correspond to the ‘C’ pattern, and regions

with magnetization less than 0.06 A m�1 (gray

regions) correspond to the ‘O’ pattern.
Intermediate values of magnetization (between

0.06 and 0.1 A m�1, pink on above map) generally

envelop regions displaying the ‘C’ pattern. In a gen-

eral way, the ‘C’ and ‘O’ patterns correspond to

regions of thick and thin magnetic crustal thickness,

as defined by temperature and seismology in the

3SMAC model (Nataf and Ricard, 1996). There are

conspicuous exceptions to this generalization. Most

of the South American landmass south of the Equator

is characterized by the ‘O’ pattern, yet crustal thick-

nesses are typical of continental crust. The other

major exception is the Sahara desert, again character-

ized by the ‘O’ pattern but with typical continental

crustal thicknesses. In both of these regions, seismic

crustal thickness and heat flow are poorly known.
Electrical conductivity contrasts (Grammatica

and Tarits, 2002) and motional induction by ocean
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Figure 9 MF-4 vertical field map of the crustal magnetic field (Maus et al., 2006) over North America, evaluated at 50 km

altitude.
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Figure 10 Map showing the magnitude (a) of the magnetization inferred from a model based on MF-3 (Maus et al., 2006),

compared with a map of the magnetic crustal thickness (b) from Nataf and Ricard (1996).
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currents (Vivier et al., 2004) can also produce quasi-
static magnetic fields that overlap with the crustal
field. Specific time-variable features of these fields
makes separation possible, but their low amplitude
makes separation difficult in practice, and no separa-
tion has yet been achieved.

5.06.7 Separation of Induced and
Remanent Magnetization

Separation of induced and remanent magnetization is
a major outstanding issue. Induced magnetizations in
the crust represent one of the largest time-variable
geomagnetic fields of internal, non-core origin, and
the separation of induced from remanent magnetiza-
tion remains an area of active research. McLeod (1996)
predicted that crustal-source secular variation should
dominate core-source secular variation for spherical
harmonic degrees in excess of 22. The separation of
induced from remanent magnetization can be done
without ambiguity only if the source material is avail-
able for rock magnetic tests (cf. Chapter 5.08), and if
the time scale is specified. Although magnetizations
are often considered either remanent or induced, the
distribution of magnetic coercivities in rocks is a
continuous function, and viscous remanent magneti-
zations exist at all time scales.

Both the spatial variability of the static field as a
function of inducing field, and an approach using
time-variable geomagnetic fields as a probe, have
been used to estimate induced magnetizations.
Maus and Haak (2002) investigated the long-wave-
length power of the crustal field as a function of
magnetic dip latitude. Two of the crustal magnetic
field models (Sabaka et al., 2002; Cain et al., 1989) they
examined showed the strong trend with latitude
expected for induced magnetization, while the third
model (Arkani-Hamed et al., 1994) they examined
was consistent with a purely remanent magnetization.
It may be relevant that the models that were consis-
tent with induced magnetization were models of both
internal (core and crust) and external fields, while the
model that was consistent with remanence was a
crustal-only model that employed along-track filter-
ing to remove non-crustal(?) long-wavelength trends.
Maus and Haak (2002) also showed that, even in the
case of a purely remanent magnetization, �T is
expected to increase by a factor of two between the
equator and the pole, while for a purely induced
magnetization, �T is expected to increase by a
much larger factor. This is due to the preferential

sampling of the weaker tangential part of the crustal
field at the equator and the stronger radial part at the
poles.

Approaches using time-variable geomagnetic
fields can be either direct, using the change of the
main geomagnetic field, or indirect, using an EM
induction response (Goldstein and Ward, 1966;
Yanovsky, 1938; Clark et al., 1998) to time-variable
fields like Sq or micropulsations. Lesur and Gubbins
(2000) take a direct approach, with a regional study of
20 long-running European observatories. They cal-
culate the difference between the observatory annual
mean and the core field model of Bloxham and
Jackson (1992). The variability with time of that
difference, or observatory bias, was then examined
to see if it was consistent with induced or remanent
magnetization. They found that for nine observa-
tories a time-dependent induced field fit the data
better than a steady remanent field at the 99% con-
fidence level. The other observatories yielded
ambiguous results. Some external field signatures
remain in observatory annual mean data, and only
local distributions of induced and remanent magne-
tization were considered in the analysis. A global
approach to observatory biases by Mandea and
Langlais (2002), for observatories operating while
the Magsat (1980) and Oersted (2000) missions were
in operation, while not attempting to isolate the
remanent and induced components, illustrates some
of the other difficulties that the direct approach
entails. In addition to contamination by external
fields, changes in observatory location or measure-
ment practice add to the uncertainty. One can
estimate the magnitude of the change in the observa-
tory bias between the Magsat and Oersted epochs,
assuming that it is caused solely by changes in the
induced magnetization. Values can be as large as 77
nT, with 14 of the 62 observatories having predicted
changes in excess of 5 nT. Such a large signal over
only 20 years should be measurable, assuming that it
can be isolated. Although Mandea and Langlais
(2002) determine the biases a posteriori the model
generation, they could also be solved for in a model,
as for example in the Comprehensive model of
Sabaka et al. (2002).

The separation of induced and remanent magne-
tization can also be attempted from the spatial
distribution of �T over isolated magnetic bodies
(Zietz and Andreasen, 1967). Zietz and Andreasen
(1967) used the position and relative intensity of the
maximum and minimum anomaly to infer the decli-
nation and inclination of the magnetization vector in
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the causative body. Schnetzler and Taylor (1984)
evaluated this technique globally, and found that
the method was more sensitive at higher magnetic
latitudes, and that due to zero-level uncertainties,
inclination was very difficult to estimate.
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