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Abstract

The aim of this paper is to investigate whether authorship attribution methods can be used effectively in order to discover the author of an anonymous translation. We constructed a corpus of Modern Greek newswire texts and a corpus of translations written from the same author/translator. In addition we created a corpus of original Modern Greek texts from many different authors matching the genre, topic and medium of the author/translator’s corpus. In all the corpora we measured a wide variety of stylometric features (“classic” stylometric features, word and character n-grams). We performed 3 different experiments of authorship attribution in order to test whether machine learning techniques (Support Vector Machines) could reliably a) discriminate the author/translator’s texts from the other authors b) recognize that the translations included in the corpus were indeed written from the author/translator even when the training corpus do not have translation samples. The results seem promising since our method using feature selection and class balance resampling achieved a 0.89 recall recognizing 97 out of 109 chunks of translated text using an SVM model trained only in original texts from the author/translator and the other authors. 
1 Introduction

Authorship identification refers to the connection of a text of unknown authorship to a specific author using a set of quantifiable text features as indicators of the author’s style. Language usage was long been recognized as a carrier of various extralinguistic information such as historical period, dialect (both geographical and social), author’s sex and age, ideology etc. Lorenzo Valla (1407-1457) was one of the first philologists that exploited stylometric evidence to disproof the originality of Donation of Constantine, a Roman imperial decree issued by Emperor Constantine I in order to transfer authority over Rome and the western part of the Roman Empire to the Pope. Investigations that linked stylometry to authorship identification started to appear in the 19th century with the extensive quantitative study of Shakespeare’s plays by a number of scholars clustered around the “New Shakspere Society” (Sawyer, 2006). 

Significant progress has been noticed since then both in the statistical methods employed for this task and the textual features used to identify each author’s style. Major landmarks in the field were the authorship analysis of The Federalist Papers performed by Mosteller & Wallace (1984) and the multivariate statistical methods introduced by Burrows (Burrows, 1987, 1989, 1992) and his associates (Burrows & Craig, 1994; Burrows & Hassal, 1988). 

Since the late 1990s authorship identification has known a new impetus based on developments in a number of key research areas such as Information Retrieval, Machine Learning and Natural Language Processing (Stamatatos, 2009). Furthermore, online text is now massively available and Web 2.0 has added to the now standard internet genres of email, web page and online forum message, new forms of online expression such as blogs, tweets and instant messaging. 

2 Stylometric analysis and authorship attribution in translations

Authorship identification techniques have been extensively used for the attribution of texts in specific authors as long as these texts are produced originally from one of them in his/her mother-tongue. However, there is little experience in testing authorship identification methods in cases where the author is not producing his own text but translates a text of a different author written in a foreign language. Stylometric theory assumes that each author possess a distinct, unique “writeprint” which is expressed quantitatively through the idiosyncratic occurrence variation of its most frequent linguistic structures and various indices of unconscious linguistic behavior such as lexical “richness” formulas, word and sentence lengths etc. If such a “writeprint” exists, then it should be text topic and genre neutral. Translations test the theory of “writeprint” in its extreme. If the identity of the translator survives through the process of translation and can be traced in a text that originally was written in another language and by a different author then stylometric authorship attribution would increase its methodological robustness and reliability. 
Authorship attribution in a translation is actually a decomposition problem where the researcher must find the optimum way to identify and extract four different effects exerted in the linguistic structure of the translated text:

a) Text Topic and Genre

b) Original Author

c) Translation process 

d) Translator 

Each one of the above factors shapes the stylometric profile of the text in a unique way contributing an unknown amount of variation to the final script. In order to accurately identify the translator of a text we should be able to estimate and isolate the effects of all the above parameters. There is a significant amount of research in factors (a) and (b). Topic and genre classification has been an active research field with amazing results and standard datasets e.g. (Lewis, Yang, Rose, & Li, 2004) and methodology e.g. (Kessler, Numberg, & Schütze, 1997; Santini, 2004; Sebastiani, 2002). The same is true for classic authorship attribution which recently has attracted significant attention in the broader context of the information retrieval and text mining (Juola, 2007, 2008; Stamatatos, 2009). 

Translation process has long been studied both as theory and as praxis. However, stylometric analyses of translations are not common. Only recently a number of studies have been published examining whether translated texts are stylometrically “normal” texts or have specific peculiarities that constitute different genre, a separate “dialect” within a language commonly referred to as the “third code” (Frawley, 1984) or “translationese” (Gellerstam, 1986). 
Baroni & Bernardini (2006) use machine learning algorithms (Support Vector Machines) and a variety of features including word unigrams, bigrams & trigrams in order to predict the status of a text (original or translation) in two parallel monolingual (Italian and English) corpora from the geopolitical domain. An ensemble of SVMs reached 86.7% accuracy outperforming the average recognition rates of 10 human subjects. Their results support the theory that translations are a distinct genre and can be recognized using algorithms and features commonly employed in other text classification tasks. 

Related research aims were pursued by Koppel & Ordan (2011) who tested two different claims: a) Translations from different source languages into the same target language are sufficiently different that a classifier can accurately identify the source language of a given translated text b) Translations from a mix of source languages are sufficiently distinct from texts originally written in the target language for a learned classifier to accurately determine if a given text is translated or original. The corpus used was EuroParl, a comparable corpus which consists of transcripts of addresses given in the European Parliament translated from 11 different languages to English as well as original English. The researchers counted the frequency of 300 function words in 200 chunks of translated text from 5 corpora corresponding to 5 different source languages. Using Bayesian Logistic Regression as a learning method they achieved 92.7% of correctly recognizing translated from original English texts. In a subsequent experiment using the same features and learning algorithm they tried to predict the status of a text in a specific source language using a model trained in different source language. In this scenario the accuracy of the classification was smaller than in the previous experiment and was analogous to the degree of similarity of the specific language pair. The above result shows clearly that although a general “translationese” exists, there are also present strong interference effects produced by the source language and sometime these can be very effective. 

There are few studies that investigate the stylometric properties of translated texts and whether these can be used in order to extract the translator’s authorship. One of the oldest was an investigation of the authorship of an anonymous translation of the military history of Charles XII (King of Sweden, 1697-1718) from French to English. The study was undertaken by Michael and Jill Farringdon (Farringdon & Farringdon, 1979) and the candidate author was Henry Fielding, a distinctive novelist. The study was based on frequency counts of idiomatic words existed in both Fielding’s writings and the anonymous translation. Furthermore, a corpus of contemporary to Fielding authors was created in order to construct a baseline of word usage. The main conclusion was that Fielding was indeed the anonymous translator although the corpus analysis and the quantitative methodology employed were somehow simplistic. 

In another study Burwick & McKusick (2007) attempt to show that the author of a specific anonymous translation of Goethe’s Faustus was indeed the famous romantic English poet Samuel Taylor Coleridge (1772-1834). The corpus used for this study was compiled using the anonymous 1821 Faustus and five other translations of the play by known authors. Furthermore they used two plays by Coleridge and other two plays translated by him. The features used were the frequencies of words of two letters, three letters and so on, up to words of eight letters, and the frequencies of ten particular words (he, in, now, of, shall, then, this, to, which, and your) which they find are used at different rates in a Coleridge play and in a group of translations of Faustus by other writers. In order to test whether there are statistically significant differences between the features frequencies in the anonymous translation and the translations with certain authorship they used the chi-squared test. Burwick & McKusick’s study concludes that Coleridge was indeed the author of the specific translation. From the methodological point of view the specific study has been criticized in both the corpus and the features used (Craig, 2008; Uhlig, 2010; Whissell, 2011). 

Recently Hedegaard & Simonsen  (2011) demonstrated that the translator influences heavily the text and its contribution can be traced using as features the most frequent words. Using a mixed corpus of original and translated texts they used semantic features (frames from the semantic net FrameNet), frequent word and character n-grams in order to identify the authors behind the translations and the translators behind the authors. In the first case the author attribution accuracy using his/her translation reached 90%. In the second case, the researchers identified the translator with accuracy 90.9% using the 400 most frequent words in the corpus.

3 Corpus development

We are interested whether we can identify whether a specific author is at the same time the translator of text given the following prerequisites:

· We have a corpus of texts from this author written originally in his/her mother-tongue.

· We have a corpus of translations which have been produced by this author.

· We have a corpus of texts written from other candidate authors in their mother-tongue.

In order to research the above authorship identification scenario we needed a corpus from a person who is an active author in his/her mother-tongue and at the same time he/she is a professional translator. We identified an author who publishes regularly articles for culture topics in a Greek wide-circulation newspaper (Kathimerini) and at the same time is a professional translator (French to Greek) and an academic with specialization in translation theory and methodology.  She offered us 151 articles she had published in the newspaper and 4 book-wide translations she had created for a Greek publishing house. In order to equalize the text length among the different corpora the 4 translations were segmented in 109 equally sized text chunks of 800 words each. Furthermore, we developed a corpus of candidate authors with texts originally produced in their mother-tongue (Greek) on the same topic (Culture) and genre (Newspaper Articles) as our author /translator.  The basic descriptive statistics of the three corpora developed are shown in Table 1 below:

Table 1: Descriptive statistics of the corpora used in the present research

	Corpora
	Texts (N)
	Corpus Size

(in words)
	Average text length

(in words)
	Std Dev of text length
	Min of text length
	Max of text length

	Author A

(Texts originally produced in mother-tongue)
	151
	146,424
	969.7
	776
	232
	6,696

	Candidate authors

(Texts originally produced in mother-tongue)
	618
	509,078
	823.8
	534
	34
	5,156

	Author A

(Translations)
	109
	87,292
	800
	0
	800
	800

	Total
	878
	742,794
	
	554
	34
	6696


The quantitative profile of the three corpora is very similar since it contains texts of nearly equal average size and with wide variation between the minimum and maximum length (high standard deviation). Furthermore it is highly homogeneous in terms of topic and genre as far as the original texts concerned. 

4 Stylometric Features and Classification Algorithms

Authorship identification research has used an impressive array of stylometric features (Grieve, 2007; Juola, 2008; Stamatatos, 2009) ranging from characters to syntactic and semantic units. We selected our features taking into consideration the best practices established in authorship identification research published from the 1990’s till today. After initial experimentation with many different feature groups we decided to use both classic stylometric features (e.g. word length, lexical “richness” indices etc.) and features borrowed from information retrieval research (e.g. character and word n-grams). We used single feature groups and in a later stage we combined different feature groups, a methodology that gave us the best results and is generally accepted as better strategy (Juola, 2008, p. 269; Zheng, Li, Chen, & Huang, 2006, p. 380). In all our frequency-based features we calculated their normalized frequency in order to avoid text length bias in subsequent calculations. Feature normalized frequency (fnf) of a feature i in a document j is defined as follows: 
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where frfi, j is the raw frequency of the feature i in the document j multiplied by 100 and divided by the sum of number of occurrences of all features (k) in the document j, that is, the size of the document | j |. The features we finally used in our system were the following:

1) Common Stylometric Features (CSF) (22 features)
a) Lexical “richness”

(1) Yule’s K: Vocabulary richness index that exhibits stability in different text sizes (Tweedie & Baayen, 1998).

(2) Lexical Density: The ratio of functional to content words in the text, also known as Functional Density (Miranda & Calle, 2007).

(3) % of Hapax- and Dis- legomena: The percentage of words with frequency 1 and 2 in the text segment.

(4) Dis-/Hapax- legomena: The ratio of dis-legomena to hapax-legomena in the text segment, indicative of authorship style (Hoover, 2003). 

(5) Relative entropy: Is defined as the quotient between the entropy of the text and its maximum entropy multiplied by 100. Maximum entropy for a text is calculated if we assume that every word appears with frequency 1 (Oakes, 1998, p. 62). 

b) Word level measures

(1) Average word length (per text) measured in letters.

(2) Word length distribution: The normalized frequency of words of 1, 2, 3 … 14 letters long.

2) Information Retrieval Features (IRF) (2131 features)
a) Word Unigrams

Word frequency is considered among the oldest and most reliable indicators of authorship outperforming sometimes even the n-gram features (Allison & Guthrie, 2008; Coyotl-Morales, Villaseñor-Pineda, Montes-y-Gómez, & Rosso, 2006; Diederich, Kindermann, Leopold, & Paass, 2003). The number of words used in authorship identifications studies varies from the 100 most frequent words of the training corpus (Burrows, 1987) to many thousand (Madigan et al., 2005) depending on the classification algorithm and the dataset size. We decided to calculate the normalized frequencies of the 100 most frequent words (unigrams). 

b) Word Bigrams

Word n-grams with n=2 have long been used in authorship attribution with success (Coyotl-Morales et al., 2006; Gehrke, 2008; Peng, Schuurmans, & Wang, 2004).We detected the 1000 most frequent word bigrams in the training corpus and calculated their normalized frequency in all corpora.

c) Character unigrams
The normalized frequency of each letter in the text segment. We measured in total 31 letters (we calculated separately the stressed and the unstressed vowels). 

d) Character Bigrams

Character n-grams provide a robust indicator of authorship and many studies have confirmed their superiority in large datasets (Grieve, 2007; Koppel, Schler, & Argamon, 2011; Luyckx & Daelemans, 2011). We extracted the 1000 most frequent character bigrams of the training corpus and calculated their normalized frequency in all corpora.

The total feature vector used contained 2153 features. The most frequent unigrams were detected using a custom PERL script which identified tokens as a sequence of alphanumeric characters using the regular expression \w+. Later a custom PERL script took as input a list of the most frequent tokens in the training corpus and produced a vector containing normalized frequency of occurrence of each token in all the texts contained in the datasets.

The most frequent n-grams were detected using the Ngram Statistics Package (NSP) (Banerjee & Pedersen, 2003), a PERL module designed for word and character n-gram identification. Tokenization in n-gram identification followed the following rules:

· Token was identified as any sequence of alphanumeric characters using the following regular expression: \w+

· As tokens were identified also the punctuation marks defined in the following regular expression: [\.,;:\?!]. Punctuation usage often reflects author-related stylistic habits (Mikros, 2007) and n-grams with punctuation can capture better possible these stylistic idiosyncrasies.

· All tokens were converted to lowercase.


Output files from NSP were converted to vectors using custom PERL script which aggregated n-gram counts from each text file and normalized them using feature normalized frequency.

Given the rather large dimensionality of the extracted features, the task of training models is time and memory consuming, even for moderate number of training instances. Therefore a method for solving efficiently large scale classification problem was required. 

For the purposes of the classification tasks, we used the Sequential Minimal Optimization (SMO) algorithm (Platt, 1999), an efficient implementation of Support Vector Machines (SVM) (Vapnik, 1995) in both memory and speed issues. Support Vector Machines are considered one of the most robust algorithms in text classification tasks (Joachims, 1998) and have been applied with success in many authorship identification problems (Diederich et al., 2003; Escalante, Solorio, & Montes-y-Gómez, 2011; Houvardas & Stamatatos, 2006; Zheng et al., 2006).

5 Attribution experiments

In order to validate the attribution efficiency of our approach we ran 3 different attribution experiments using different combinations of the abovementioned corpora. All classification experiments which didn’t use a specific test sample were evaluated using 10-fold cross-validation procedure. Evaluation metrics used are borrowed from information retrieval research and are described below:

· Precision: Is defined as the number of all correctly attributed documents to an author divided by the total number of documents the classifier considers that belong to the author. 

· Recall: Is defined as the number of all correctly attributed documents to an author divided by all the documents that has actually written. 

· F1: Harmonic mean of the precision and recall values. Its formula is presented below:
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5.1 Original texts of the author/translator vs. the texts of the other candidate authors

This is a classic authorship attribution experiment with primary aim the best discrimination of the author/translator’s style from the other candidate authors. This experiment can be seen as a two-class classification problem. More specifically we treat all the candidate authors as one class (O) and the original texts of the author/translator as the other class (A). The average cross-validated accuracy of the classification was excellent (98.8%). Precision, Recall and F1 values for each class are reported in the following table (Table 2): 

Table 2: Evaluation metrics for the SVM classification with O and A classes

	Classes
	Precision
	Recall
	F1

	O
	0.992
	0.994
	0.993

	A
	0.963
	0.954
	0.959


From the above results we conclude that the style of the author/translator can be nearly perfectly discriminated by the style of the other candidate authors using the specific combination of the selected features and SVM. 

5.2 Original texts and translations of the author/translator vs. the texts of the other candidate authors

In this experiment we augment the corpus of the original texts of the author/translator with her translations. We perform again a two-class classification taken as one class (A/T) all the written samples of the author/translator (original articles + translations) and as the other class (O) all the articles of the other candidate authors. The average cross-validated accuracy of the classification was again excellent (97.4%). Precision, Recall and F1 values for each class are reported in the following table (Table 3): 

Table 3: Evaluation metrics for the SVM classification with O and A classes

	Classes
	Precision
	Recall
	F1

	O
	0.989
	0.974
	0.981

	A/T
	0.941
	0.973
	0.957


The addition of the translations in the corpus of the author/translator had a small negative impact in the precision and a reverse small positive impact in the recall of the respective class (A/T). This can be interpreted as an improvement in the sensitivity of the machine learning since the algorithm can now recognize better all the relevant texts written by the author/translator (higher recall) in the cost of making more misclassifications and losing (small) discriminatory power between the two classes. Concluding, the stylometric information provided by the translations in general didn’t decrease the overall accuracy of the classification and helped the algorithm to capture better the stylometric profile of the author. 

5.3 Original texts of the author/translator and texts from the other candidate authors vs. her translations.

In this experiment we ran two different sub experiments constructing two different training corpora and two different test corpora as follows:

a) A training corpus of the original texts of the author/translator and the texts of the other candidate authors enriched with a random sample of translation chunks (50%) and a test corpus with the remaining 50% of the translation chunks.

b) A training corpus of the original texts of the author/translator and the texts of the other candidate authors and a test corpus consisted only by the translations of the author/translator.

In these experiments we are investigating whether our model can recognize that specific texts which are translations belong to the same author as texts written originally in her mother-tongue. In sub experiment (a) we include in the training corpus some examples of translations while in sub experiment (b) we test whether translations can be attributed to a person even when we haven’t included translation examples in the training corpus. Since in both cases the test corpus contains only the class Translation (T) we use only recall as evaluation metric.
The recall value for sub experiment (a) is 0.927 which means that if we include samples of translations in the training corpus we can reliably detect if a translation has been written by a specific author. In sub experiment (b) however the recall value was 0.23. This dramatic decrease in the performance of the algorithm can be interpreted by the complete absence of translated text sample in the training corpus.
In order to enhance translation attribution we performed  feature selection using genetic search algorithm (Goldberg, 1989) and retested the now reduced feature vector (735 features). The recall value increased and reached 0.323.

Since our training corpus has many more texts from the class “other candidate authors” (618) compared with the class “author/translator” (151 original texts/109 translation chunks) we considered reducing the size of the former class. This issue is widely known in Machine Learning literature as the “Class Imbalance Problem” of the training data and can diminish the performance of most machine learning methods, including those that present robustness in noisy data such as the Support Vector Machines (SVM) (Wu & Chang, 2003). For this reason we made a random resampling of the class “other candidate authors” preserving the 25% of the original data (156 texts). We trained once again the SVM model in the original texts of both classes and we measured its recall in the 109 translated text segments. Its recall value without any feature selection was 0.37 which was higher from the other attempts but still low for practical purposes. The last step in this optimization procedure was to apply feature selection in the equal class size dataset. We reapplied the genetic search algorithm and obtained an impressive increase in the recall of the translated text segments. The SVM model recognized as translation of the author/translator 97 from the 109 texts obtaining a recall value of 0.89. The increase of the recall value as a function of the various optimizations can be seen in the following diagram (Figure 1): 
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Figure 1: Recall translated text segments using SVM and varying class size balance and feature selection in the training corpus

As can be seen the best recall value obtained when both feature selection and class balance were applied to the training corpus. It seems that optimal results are gained only when both optimizations are applied. On the contrary, when we use each one alone the recall increase we take is rather small compared to their simultaneous application. 

6 Conclusions

In the present study we investigated whether we can reliably attribute translations in an author using the original texts he/she produces in his mother-tongue as a training corpus. In order to answer our main research question we compiled a corpus which contained original texts from an author which at the same time was a professional translator. Furthermore, we enriched the corpus with texts from other authors in the same topic, genre and medium of the original texts of the author/translator. We calculated a wide array of stylometric features and using Support Vector Machines as classification algorithm we investigated the attribution accuracy in different scenarios. The main conclusions from the above described experimental procedure are:

· We can obtain high accuracy in authorship attribution even in the case where the one class is a specific author and the other class is a merged corpus of texts from different authors.

· We can obtain equally high accuracy in authorship attribution when we add translations to the corpus of the original texts of the author/translator. Translations seem to carry extra stylistic information related to the author/translator since the recall of attribution increased after adding the translations in the training corpus.

· We can reliably attribute translations to an author if we have a training corpus that contains at least some samples of translations that belong certainly to the specific author.

· The attribution of anonymous translations to a specific author when we don’t have any certain translation samples from him is a much more difficult task. We obtained very good results when we applied feature selection and resampled our dataset in order to have equal number of texts from both the author/translator and the other authors. 

Moreover, our results confirms previous research findings (Arun, Suresh, & Madhavan, 2009) indicating that the imprint of the translator was significantly greater than that of the original author. Future research will be directed to evaluate the source language effect and the impact of specific pairs of author/translator in the accuracy of authorship attribution.
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