
 

Proofs Continuation from last lecture
É logf xi K G E 8

Fordog xi ol k e KG s

ES olog xi o k o 56T K e

K G EL.IT eflxiiol3 Ixcol cLB
K o 40

Example

Let Xs Xv vis of a b Find MLE of a b
Solutions

f x a b Ea aexab a I acxab
0 otherwise

L a b f xi a b p Ea I axis b v III axial
We can't calculate logt a b so we maximize Lla b
We have IS acxicb I a xaao I 0axon b so it
is clean that the likelihood is maximan if a xis m.inxi
and D You max Xi so the MLE is a 5 yes Xan

Theorem

Let Xs X r.s with PDF f x 0 E R and
61 function defined at and 1 1
If is MLE of then 6 É is MLE of p o

Theorem

Let Xs Xu rs with PDF f x o and T T X sufficient



statistic for
If is MLE of 0 then it is unique it is the onlyML
and it is a function of T I

110 14 o g t o hex
mqxL 0 4 x mgxg t t so if there exists

a unique ML then it is a function of T X

Example
Let Xs Xv

r.gg fith CDF F x
01 1 00 0

a Find MLE and its PDF
b Find aER so that d at axis is an a e of
c Prove that 8 is consistent

six Fix O
3 0 3 x O

0 otherwise
of f x 01 3

3

I xea

L If xi 01 1139 I axico É Isleexico
We want 3 0 to be maximum but it is O yes you

so Xcs
Distribution of T Xist Fa t P Tst P x a
1 Plasist 1 P Xs xvst 1 Plxist
1 P 3 15 1
so f t Fit 3 3 03 E 1

too



5T fxcs 8 84121 fit 303 121
3 035115 371
We want 18 Eat a 5T a 35

c V 8 at asVCT 3 VCT 353 1T 1T
We have 1T 8 7 4121 3380
8 zulu e 02 0 so 8 is consistent

Method of Moments

If we want to estimate s parameters we set the s
first moments at zero of the sample equal to those
of the actual population
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defrauded

Example
Let Xs Xv rs of Bernoulli p Find an estimator of p
using the method of moments

2441171195 4 0,1 901011
p E and x ̅ E xi so j x ̅



Example
Let Xs Xv ris of Poisson b In the same way as before
the method of moments results in 5 x ̅

Note
If we want to estimate parameters we often set
f equal to x ̅ and as a second equation we set
1 x p EExi x ̅ second moment at µ
So L x ̅ and FIX EExit
or S x ̅ and S x p lxi x ̅


