
 

Example

Let Xe Xu r s of distribution with mean value p
and variance 8 If T C Fyi x ̅ find c so that
T is an unbiased estimator a e of 02

From previous example if X1 Xu v s of N p sd
then 1 Xia so fC s

v 1

5s 11 L x x ̅ o hence c Ev 1

T 1 c IX x ̅ c ELEX x ̅ xÉ̅xi
CELEX vx ̅ c FIX vE x ̅

c Eg vail Exit v V x ̅ E x ̅
C Esp o v p upstvo up 8

c v 1 0

so for T to be an a e of o we need c
1
0 1

Definition Bias

Let U U be an estimator of We define as
bias the quantity b c f U
Generally if ULI estimator of g E then b u U gle

Note
Obviously if U is an a e of 0 then b u 0



Definition Estimation errors
We can choose to calculate the error as

10 0 1
U Square error

0 019 Mean square error MSE

Note
0 013 V o o f u 01 o u 012
V U b u alternative formula for MSE

For unbiased estimators b u o so MSE is VCU

Example

Let Xs Xu r s of f x Fp 02 8
Me É xi x ̅
We proved that Fai x ̅ 1 118 so Me is

and hence Me is not an a e of
b Me Me 09 09 09 I

Obviously 58 EsEui x ̅ a e of 8

Definition Sufficiency

If Xs tv belong to a group F f x EE 0
we attempt to condense all information of the
sample about in an s.f I I y which for
the above reason is called sufficient Formally



For discrete r.mn A statistic T T X is called sufficien
for the parameter E if the probability
P XExs Xe xe Xu xu T t is independent from

is not included in its formula or domain

Note
Generally a statistic the distribution of which is
independent of is called an Ancillary Statistic


