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Chapter |
Epidemiologic Research

Ertidnuiodoyia: H HeAETN TNC KATAVOLLAC TWV VOO UATWY | TWV
CUMBAVTWYV KoL TWV TTapayovIwy KivOUVoU ylo. auTad, o€
KaBoplopevouc mANBuopoUC kal N epappoyn TNG LEAETNG AUTAC

yLOL TOV EAEYXO TWV TTPOPBANUATWY UYELAC
MepoAnyia: Zuotnuatiko ZdaAua (m.x selection bias)

2UYXUTLKOL T pAYOVTEC: TIAPAYOVTEC IOV eTNPPEeAloLV TV £KPaon
Kol oXeTilovTal KoL PE TNV EKBeon oToV TP AyovTa TOU OToiou tnv
entibpaon HEAETALLE.

Movadikni neBodocg e€alePng TS eMidpaonc ZUYXUTIKWY
nopoyoviwy: Tuxatomnoinon

AVTLUETWTILON 0TO oTAdLo TS avaAuvong: Movo dedopevng tng
YVWong OAWV TWV ZUYXUTIKWV TTApAyOVIWVY Kol TNS Kataypadpnc tTwv
avtiotoywv dedopevwy




2 UYXUTIKOG TTOPAYOVTAGC
(Confounder)

‘EkBeon TnG otToiag
TNV €TTIOpACN MEAETAUE >
(Exposure)

‘ExBaon
(Outcome)




HAIKia

+ +
[Maxuoapkia
?
All individuals
Obese 46 254
Not Obese 60 640
Total 106 894

Risk ratio=(46/300)/(60/700)=1.79

Kapdiayyelakn
vOOOG

300
700
1000



<50
CVD No CVD Total

Obese 10 90 100
Not Obese 35 465 500
Total 45 555 600

<50 years old:
Risk ratio=(10/100)/(35/500)=1.43

>50
CvD No CVvD Total
Obese 36 164 200
Not Obese 25 175 200
Total 61 339 400

>50 years old:
Risk ratio=(36/200)/(25/200)=1.44

H nAikia oxeTifetal OeTIKG pe TNV TTaxuoapkia (dropa >50 eTwv gival TOavoTePO
va gival TTaxuoapKa OUYKPITIKA JE aTopa <50 €Twv).

Apa otV OpAda TWV TTAXUCOPKWYV EXOUME TTEPICCOTEPA ATOMA >50 ETWV.

ETTopévwg, akOua Kal 0TV TTEPITITWON TTOU N TTaXUCapKia dev £XEI Kaia eTTidpaon
OTOV KivOuvo KapdlayyelakAG vOOOU, av ayvornoouue TNV nAIKia otnv avaAuon pag,
auTo TToU TEAIKG Ba doupE gival oxéon TTpo¢g TNV idla kateuBuvon Pe auTh TNS NAIKiag,

AnAadr} auc¢non Tou KIvOUVOoU Yia Kapdlayyelak vooou.

Epboov kal n TTaxucapkia aucavel Tov Kivouvo, TTpocBETovTac Kal TNV €1Tidpacn TnG
NAIKIag Ba £XOUE UTTEPEKTIMNON TNG £TTIOpAONS (ATTONAKPUVON ATTO TNV UNOEVIKN).



Aligpeuvoupe Tn oxéon aAKOOA Kal TPOXAioU ATUXAMATOG

HAIkia (>30 £€1n)

AAKOOA . Tpoxaio aruxnua
f?

Atopa nAikiag >30 eTwv gival AlyoTepo TTBavo va KATavaAwvouv aAKOOA, ETTOMEVWC
OTAV OJAdA AUTWY TTOU KATAVAAWVOUV OAKOOA €xouue Alyotepoug >30 £Twv.

AyvowvTag TNV nAIKia otnv avaAuon, n €kTipnon TG £1midpaong Tou aAkKoOA Ba KivnbBei
o€ KAaTteubuvon avTifeTn TnNG £Tidpaong TNS nAIKiac.

Apa, akOua Kal av otV TTPAYMATIKOTATA TO AAKOOA eV £XEI KAMia ETTIOpACN OTOV
KivOUVO TOU aTuXfuaTog, N avaAuon Ba pag degicel emIPapuvTIKA ETTIdpaON

Epboov To aAKOOA £xEl ETTIBAPUVTIKN ETTIOPACH, ayvowvTag TNV NAIKIa
ATTOMOKPUVOPOOTE aTTO TNV INOEVIKNA KAl UTTEPEKTIMAME TNV ETTIBAPUVTIKF TOU £TTIOpAOCN.



Relative measures of Exposure Effect

Disease
No Disease C d c+d
a+c b+d N
pyl py2
* Risk Ratio
* Rate Ratio

e Odds Ratio



EAeyxol YrioBeoewv

Test OpOLOYEVELOC YLOL TA rates - EAgyxoc X?

H,: OAa ta rates toa

H,: kamowo/a drapopeTika

EAEYXOULE VIOl YPOLLULKT) TAON, OUCLOOTLIKO EAEYXOUUE AV
10 HEoo RR SdladEpel onpavtika amo tn povada

Av vrtapyxel trend (av dnAadn amoppidBet n undevikn
untoBbeon) =2 punopoUupEe va uTtoBEcouLE OpoLa eTtidpaocn
yLa Tn HETaBoAN amo omoladnmote Kkatnyoplo otnv
ETIOUEVN



Confounding vs. Interaction

Estimate the effect of exposure of interest within levels of suspected
confounder

Test for heterogeneity/effect modifier

* HO: True Rate Ratio RR;=RR,
* H1: True Rate Ratio RR#RR; yia TouAdxiotov eva i/

> If effect of exposure same across levels of suspected confounder -2
confounder
» Present overall OR (e.g., Mantel Haenszel , adjusted for the confounder)

> If effect of exposure different among levels of suspected confounder 2
effect modifier (Interaction)

= Present separate OR for each stratum

* Not adjusting for a confounding variable can result either on a more
intense effect or a less intense effect of the exposure.



Chapter VIII
Matched Case-Control Studies

To control for confounders
Analyze using Conditional Logistic Regression
B, 1s meaningless

Main effects of matching not estimated, BUT
their interaction with other variables CAN be
studied

— If matching variable confounder = gain efficiency

— If matching variable associate with exposure only
—> Overmatching loss of efficiency



Chapter X
Choice of Controls in Case-Control Studies

What is your scientific question?
What type of disease you study?
What is the exposure of interest?

v

What relative measure of disease you need to
estimate?

Which group of controls will be suitable to
provide you with least biased estimates?




« EXxclusive sampling: Controls are selected from those people in the
population who are disease-free in the end of the study period. We
have seen that this design can provide an estimate of the odds ratio
of disease.

» lMaipvouue uaptupec (controls) povo amod ooouc dev eiyav avartuéel
TN VOOO UEXPL TO TEAOC TN meptodou.

« Inclusive sampling: Controls selected among those who were
initially (in the beginning of the study) at risk, no matter if they
subsequently developed the disease. The odds ratio from the study
can be shown to estimate the risk of disease.

» lMaipvouue uaptupec (controls) aro tov mAnSuouo rmou ntov otnv
apxn at risk (bnAadn oAn n kooptn), ywpic va anokAelow aaUTOUC ITOU
QPYOTEPA EYLVAV CASES.



« Concurrent sampling: In this design the controls are selected
simultaneously with the cases when (at the same “time of
diagnosis”) the latter occur, from the group of people who are still at
risk of the disease at the time of diagnosis of the case. Provides
estimate of the rate ratio.

» [1a KABe case oTOV XPOVO t, ETTIAEYOUNE NAPTUPEG (controls) atrd 1o
“risk set” otov id10 Xpovo t, dNAadr) 6001 dEV £XOUV VOO OEl AKOUN
KaI TTAPAPEVOUY UTTO TTapakoAouBnaon. ‘Eva atouo utropei va yivel
control o€ vwpiTEPO XPOVO Kal apyoTEPQ Va Yivel case.



Multiplicative interactions

a

e eaeﬁ1

Exposure 2: E,

Exposure 2: E,* e%oh2 0% obP1pP2ph3

Fit interaction term between E,&E,
Odds (disease) =e (@) o(B1X1) o(B2X2) o(B3X1X2)

Testing: the “effect” of E,*&E,* is NOT multiplicative, because of term efs
ePs = Multiplicativity index

Can be null (ef3=1i.e, B;=0) and thus the “effect” of E{*& E,* is multiplicative
Can be sub-multiplicative (ef3<1 i.e, B5<0)

Can be super-multiplicative (ef3>1 i.e, B5>0)



Evaluating additive interaction through relative risks

No(A=0) Yes (A=1)

Exposure B No(B=0) RR0=Pgo/Poo=1 RR10=P10/Poo=1-875

Yes (B=1) RRy1=Pg1/Poo=2-00 RR11=P11/Pgo=3.125

* But usually we do not have estimates of incidence or prevalence rates but relative
risks such as rate ratios or odds ratios.

Previous equation can be re-expressed as :

*Relative Excess Risk due to Interaction (RERI)
RERI = (RR11-1)-[[RR10-1)+ (RR01-1)]=3.125-2-1.875+1=0.25>0
*Synergy index S:

S = (RR-1)/(RRy*+ RRy-2) = 2.125/1.875 =1.13 > 1



Indices for additive interaction

RERI & S

RERI>0 ¢mmmmm) S>1 (super-additivity — additive interaction)
RERI=0 ¢mmmm) S=1 (additive interaction)
RERI<O ¢mmmmm) S<1 (sub-additive interaction )

INTERPRETATION
RERI: The actual amount (difference) of excess relative risk for disease D due to the

combined presence of factors A and B that is added to or substracted from the sum of
excess relative risk for disease D due to factor A only and factor B only (acting
separately)

S: the excess relative risk for disease D caused by the combined presence of factors A
and B, relative to the sum of excess relative risk for disease D due to factor A only and
factor B only (acting separately)



Collider = Common effect

e
A B—>C
A collider C
Confounder Collider Mediator
Treatment Outcome Treatment Outcome  Treatment Outcome

The common effect C is referred to as a collider because two arrowheads collide into it.

Example: A: genetic factor, B:diabetes, C: heart disease.



Propensity score: Definition

* The propensity score is the probability of
treatment assighment (A) conditional on
observed baseline characteristics (X).

* It allows to design and analyze an observational
(nonrandomized) study so that it mimics some
of the particular characteristics of a randomized
controlled trial.



Why use a propensity score method

* To reduce or eliminate the effects of confounding
when using observational data to estimate
treatment effects.

* |t allows the estimation of the marginal rather
than the conditional treatment effect



So, how does it works?

* |tis a balancing score

— This means that, conditional on the propensity score,
the distribution of observed baseline covariates will be
similar between treated and untreated subjects.



Step 1: Estimation of the
Propensity Score

* The propensity score is most often estimated using
a logistic regression model, in which treatment
status is regressed on observed baseline
characteristics.

* The estimated propensity score is the predicted

probability of treatment derived from the fitted
regression model.



Step 2: Balancing

* The reason we estimated the propensity score, was
to use it in a way to provide balance of baseline

characteristics between treated and untreated
individuals

* This can be done in more than one ways



Propensity score methods

1. Matching on the propensity score
2. Stratification on the propensity score

3. Inverse probability of treatment weighting using
the propensity score

4. Covariate adjustment using the propensity
score.



1. Matching

* Propensity score matching entails forming matched
sets of treated and untreated subjects who share a
similar value of the propensity score (Rosenbaum
& Rubin, 1983a, 1985).

* Once a matched sample has been formed, the
treatment effect can be estimated by directly
comparing outcomes between treated and
untreated subjects in the matched sample.

— Reporting of treatment effects can be done in same
metrics as are commonly used in RCTs.



2. Stratification

* The process of dividing the study population into
subgroups based on the estimated propensity scores.

* Theidea is to divide the study population into strata, or
subgroups, with similar estimated propensity scores
within each stratum. By doing so, the treated and control
groups within each stratum are more likely to be balanced
in terms of the baseline covariates.

A common approach is to divide subjects into five equal-
size groups using the quintiles of the estimated propensity
score.



3. Inverse Probability Weighting

* |nverse probability of treatment weighting (IPTW)
using the propensity score uses weights based on
the propensity score to create a synthetic sample
in which the distribution of measured baseline
covariates is independent of treatment
assignment.

* A subject’s weight is equal to the inverse of the
probability of receiving the treatment that the
subject actually received.



4. Covariate Adjustment

e Using this approach, the outcome variable is
regressed on an indicator variable denoting
treatment status and the estimated propensity
score.

* this method assumes that the nature of the
relationship between the propensity score and the
outcome has been correctly modeled.



Step 3: Checking Balancing

Quantitative balance checks:

Standardized mean differences (SMD) and variance
ratios (VR) can be examined to see how much
imbalance is in each covariate.



[MANOUOUIOKEC MEAETEC

* MEAETEC TTOU APOPOUV PEYAAEC TTANBUCOMIAKEC OUADEC

* 2UYXPOVIKEC MEAETEC — TUXAIO OEiYUO ouVRBWC TOU
YEVIKOU TTANBuouoU

* 2TOXOI:
* [1p0CdIOPICTUOC ETTITTOAACUOU VOO NUATWY KAl
TTAPAYOVTWYV KIVOUVOU
« KaTtaypa@n tTnG ouxvoTnTac Xpnong UutTnpeciwy
UYEIQG



2XEOLOLOOC MANOUOHLAKWY HEAETWV

Oplopoc nAnBuopou avadopac

Oplopog nAnBucopov aro tov omnoilo Ba poeABel
10 delypa

MeBoboc deypatoAnlog
MeyeBoc delypartoc



El6n detypatoAnmnrikwv peBodwv

e AswypatoAnyia un Baolopevn o mBavotTnta
— Aelypa eukoAilac (convenience sampling)

— AswypatoAnyia odnyouLEVN ATIO TOUC OUMMETEXOVTEC
(respondent driven sampling)

* MepoAnmtikec pebodotl — moAAeC dopec Oev
UTTAPXEL WOTOOO EVAAAAKTLKN

* Yrtapyxouv eldlkec peBodol avaluvonc yua
convenience sampling kot RDS wote va odnyouv o€
QUEPOANTITA ATIOTEAECHATAL



AswypatoAnyio Baocetl mBavotntog

e KaBe SelyaTOANTITIKA LOVAOO EXEL CUYKEKPLUEVN
un undevikn rmibavotnta va ETLAEVEL

* Eibn:
— AmAn tuyaia dewypotoAnyia
— Juotnuatikn tuyoia dewypotoAnyia
— JTpWHATOMOLNUEVN TuXala SelypatoAnyia
— Kata ovotadec deypatoAnyia
— MNoAvotadlakn tuxaia detypatoAnyila
— AswypatoAnyia o€ moANOTAEC GAOELC



AslypoatoAnmuika fapn

* MMoAANEC popEC oL peAetec oxedlalovtol ETOL WOTE
VoL Ttallpvouv peyaAutepa Oelypata armno
OUVKEKPLUEVEC UTTOOUAOEC TTOU £XOUV VOLADEPOV
armo mAevpac dnuootac vyeiac (oversampling)

* Ta deypotoAnmrika Bapn amodidovtal o€ KaOe
OUMMETEXOVTA 2 OVTILOTOLYOUV OTOV apLBO TWV
QTOLLWV TTOU OVTLTPOOWTIEVEL KOl AVTAVAKAOUV TNV
avion rmbavotnta emtAoync.

=2 ALLEPOANTITEC KOl OVTUTPOOWTTEUTLKEC EKTLULNOELC
TOU YevIKoU nAnBuopuou



Post-stratification weights

* OploEVEC DOPEC N KATAVOM TOU SElypaTOC KATA
nAwLa kKot pUAO SladpEpPEL Ao TNV avtilotolyn Tou
nAnBuopou

* Kataokeun twv post-stratification weights pe tnv
xpnon mAnpodopiac amno dedopeva amnoypadng
WOTE N KOTOVOUN Tou HELYMOTOC va Elval opoLa
ToUu MAnBuaopuou



AvaAvon STATA

e svyset psu [pweight=weight], strata(strata)
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