Using EAST6 for designing trials with a fixed sample size

I. Normally distributed response data

1. Start East6 by double-clicking the desktop icon.
2. Let’s calculate the sample size for the following setting:

3. Select  ‘Design’ and below ‘Continuous’ click on ‘Two Samples’ and after parallel design, select ‘difference of means’.
4. In the Design Check ‘Superiority’ and in the Number of Looks select 1 (this is the default; it tells EAST that we are doing a fixed sample size trial without any interim analyses).

a. On the window that opens, choose ‘2-sided’ for the Test Type. 
b. In the Input Method, select ‘Standardized Diff. Of Means’ and below type 0.25
c.  Type 0.05 for the significance level (Type I error), 0.80 for the power, and select 1 for the ‘Allocation Ratio’ (this tells EAST that we want the 2 groups to be of the same size).
d. Now click ‘Compute’ on the lower, right part of the screen.  
e. The Results of your design appear as a new line, below ‘Output Preview’.

5. On the same line of ‘Output Preview’, click on the icon ‘Output Summary’.
6. You see that to do such a study, we need to recruit 503 individuals.

7. Now suppose we plan to do such a study, with 251 per group, but that we want to know what the power would be for other standardized differences.  To do this in EAST, click on the ‘Plot’ tab, and then on ‘Power vs δ’.  The resulting plot gives the power for all standardized differences.  Move the cursor left or right and the little table at the top right will give you the numerical values shown on the plot.

8. Suppose now we want to examine a somewhat different design, say with a power of .90 to for a standardized difference of .25.  One way to do this is to click on the ‘Edit Design’.  This will open the same design as before, where you can edit all the parameter values.  For power of 0.90, the sample size goes up to 673.  You can also click on ‘Output summary’ to see the summary of your new design. From this point, you can click on ‘Plots’ and then ’Power vs. Sample size’ button to see how the power changes with the sample size.

II.  Binary (binomial) response data

EAST works in a similar way for binary response data, except that you now enter the probability of an event for the control and then either the probability for the treatment group or the difference in probabilities.

III. Survival data

When the response is survival data, more details need to be supplied to EAST because, as we noted in class, the power is driven by the number of ‘failures’ that occur, and that there are different combinations of numbers of patients and length of follow-up that will give this.  Let’s go through the calculations for the example summarized on slides of the theory class.

1. First, EAST assumes that survival times have the exponential distribution.   In our notation, this means that the hazard function h(t) is a constant, say h(t)=.  For the exponential distribution, the median survival is given by ln(2)/.  The two groups are referred to as the ‘control’ and ‘treatment’ groups, and their hazards are denoted c and t, respectively.  Thus the hazard ratio (or relative risk) is RR=t /c.  However, since the median is equal to ln(2)/, the RR is also given by the ratio of the median survival in the control group to that in the treatment group.  Thus, EAST allows you to express the difference between groups in terms of the medians or in terms of c and t.

2. Select a ‘Survival’ endpoint, ‘Two Samples’, ‘Logrank test Given accrual and accrual rates’ 
3. Then select ‘Superiority’ trial, and 1 Number of Looks (i.e. no interim analysis, one final analysis when all necessary events are observed).
4. On the Design Parameters window, 
a. Select ‘2-sided’, ‘Sample Size’, a significance level (Type I error) of 0.05, a power of 0.80, and an allocation ratio of 1.   
b. On the right side, leave the ‘# of Hazard Pieces’ equal to 1 (East allows for a piecewise exponential hazard, this means the hazard ratio could change over pieces of time/ time periods). 

c. Select the input method. This can be hazard rates, % cumulative survival or median survival times. Select ‘Median Survival Times’ and type 6 and 12 months in the control and treatment groups, respectively. Note that we are using ‘months’ as the unit of time and thus all time units represent months.  
5. Now click on ‘Accrual/Dropout info’ next to the ‘Design Parameters’ tab. 
a. On this window, tell EAST that subjects will be followed-up ‘Until the end of Study’ and below keep the default 1 for the # of accrual periods (choosing more than 1 accrual periods allows you to have different accrual rates in each of them). The accrual is 30 per month (Remember we have used months when specifying median survival times).  
b. Leave the right part with the default values. This part is for the cases where we want to specify different dropout hazards in a certain number of time pieces.
6. Now click ‘Compute’.
7. The results window is a bit more complicated than for normal or binomial data.  Under ‘committed accrual’, EAST tells you the minimum (2.2 months) and maximum (7.93 months) possible accrual durations (& corresponding numbers of patients).  This is a guide for you.  Click on ‘Duration’ under ‘Accrual’ and Type ‘3’ in the middle (white area) to tell EAST you want to have 3 months of accrual and then press the ‘ENTER’ key.  EAST will then give you the resulting additional follow-up time needed to achieve the desired power with this total accrual (of 3*30=90 patients).  This is shown below under ‘Maximum Study Duration’.  The entry is ’18.053’. Since there are 3 months of accrual, this means that there are an additional 15.053 (=18.053-3) of follow-up after the last patient has enrolled.   The ‘Expected Number of Events’ (=66) is the expected number of patients that will be observed to fail during the study.  This expectation is computed under the hypothesized treatment difference (which in this case is a doubling of median survival). 

The bottom portion of the results table tells the expected duration of the trial if your plan is to stop the trial when the expected number of events is reached (as opposed to running the trial for exactly 18.053 months).  For example, if in fact the median survivals in the control and treatment groups are 6 and 12, then we would expect the planned 66 events to occur after 18.053 months.  However, if the null hypothesis is true, there will be a higher event rate in the treatment group than we had planned on, and the expected time to reach 66 events is only 12.985 months. 
8. As with normal or binomial data, we can also see what power this design would have for different alternatives.  Click on the icon ‘Plot’, click ‘Power Versus δ’.   The resulting chart displays power as a function of the negative log of the treatment: control hazard ratio.  In the design we just entered, the hazard ratio is 0.5, and thus the log hazard ratio is ln(.5)=-.693, and the negative of this is .693.  The plot gives the power for other hypothetical differences.   If you prefer to see the x-axis on a hazard ratio scale, just select this in the little box in the upper right.
9. Next you can try to see other ways of achieving the same power.  Try this for 6 months of accrual and see if you get 2.55 additional months of follow-up after the 6 months of accrual.  Then try it for 8 months of accrual; you should get .028 additional months of accrual.

IV.  Noninferiority and Equivalence Trials

1. Suppose we want to design a noninferiority study to see if a new treatment is noninferior to a standard treatment.   East makes a distinction between a ‘Noninferiority’ study, which asks the question in the previous sentence, and an ‘Equivalence’ study, where one also considers a margin of difference in which the new treatment may be better than the standard.  The 2 approaches are closely linked, but for consistency we will proceed as if we want to do a noninferiority trial.

2. Suppose there is a binomial response.  
3. Click on ‘Discrete’, ‘Two Samples’, and ‘Difference in proportions’, 
4. Select ‘Non-Inferiority’ and 1 look

5. In the Design Parameters window, indicate that you want a 1-sided test, want to compute the sample size, and that you want a significance level (Type 1 error) of 0.025 and a  power of 0.9, with that you want equal allocation of subjects to the control and new treatment groups (an ‘Assigned Fraction’ of 0.5).  A 2-sided 0.05 test corresponds to a 1-sided 0.025 test.  This is why you must enter 0.025 for the significance level.
6. On the next slide, enter .10 for the control group probability and -.06 for the ‘Noninferiority Margin’.  This will yield a probability of 0.16 for the treatment group.  By doing this we are saying that the event probability in the control group is .10 and that an event probability of .16 (or less) in the treatment group would be considered ‘noninferior’ (that is, an excess of .06). Then click ‘Compute’.  
7. The result page shows that one needs a total of 1051 subjects (about 525 per group).  Note that the interpretation of the Type I and II errors is different here than in a superiority trial.  In the trial we have just designed, we have specified that the probability of declaring the new treatment to be noninferior, given that the true (population) probabilities are .10 and .16, is 0.05 (based on a 2-sided test) or 0.025 based on a 1-sided test.  This is the ‘Type I error’; concluding ‘noninferiority’ when in fact the truth is that the new treatment is inferior.   The power is 0.90, which means that the probability of concluding that the new treatment is noninferior, when in fact the probability of an event is .10 in each group, equals 0.90.   When I say ‘concluding’ above, we mean the results of the analysis of the data.  This can be viewed as constructing a 2-sided 95% confidence interval for the difference in treatment group probabilities, pt-pc, and then concluding that the new treatment is ‘noninferior’ to the control if the upper limit of this confidence interval does not exceed .06.  If you use the power chart for this design, it will show the power when the new treatment is noninferior (that is, differ by .06 or less).

Exercises

1. Suppose you have normal data, similar to I. above, but want to allocate 60% of the subjects to the treatment group.  Redo the calculations for the example in slide 20 with this allocation rate and the same values of the other parameters.  Compare the results with the sample size of 502 needed when there is equal allocation.  Next do it again and allocate 75% of the subjects to the treatment group.

2. Suppose that you want to design a noninferiority trial based on a measured (normal) response variable.  Suppose that you want to assign 60% of subjects to the treatment group and 40% to the control group.  You want a 1-sided Type I error of 0.025 and a Type II error of 0.80 when 
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  How many subjects would you need to enroll in the control group and in the treatment group?  

3. Suppose you want to plan a superiority trial with a ‘survival time’ endpoint.  Monthly accrual is expected to be about 20, and the hazard rate for the control group is anticipated to be c =0.01, which corresponds to a median survival of   about 69 months.   You want equal allocation of patients to the 2 treatment groups, a 2-sided Type I error of 0.05, and a power of 0.80 when the treatment: control hazard ratio is .5 (that is, when the hazard rate in the treatment group is t =.005).    

a. Describe 3 designs that meet these criteria, and that have accrual (enrollment) periods of 10, 25, and 30 months.  For each design, what is the sample size, study duration, and average follow-up per subject, and range of follow-up for the subjects (that is, the follow-up for a person that enrolls at the start of the enrollment period and the follow-up for a person that enrolls at the end of the enrollment period).

b. Suppose we want to be able to estimate the survival function for each group out to at least 5 years.  Which design would you use?

c. Examine the power function for the design you choose for different values of the log of the hazard ratio.

d. Does the size/duration of the design you chose change much if you allocated 65% of the subjects to the treatment group and only 35% to the control group?
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