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TRANSLATOR'S PREFACE 

The book Teoriya Grupp by Professor A. G. Kuros has been widely 
acclaimed as the first modern text on the general theory of groups, with the 
major emphasis on infinite groups. An English translation of the work was, 
therefore, highly desirable. When I got in touch with the author and learned 
that the first Russian edition was out of print and that he was actively 
engaged in the preparations for a completely rewritten second edition, I 
decided to postpone my translation until the new book became available. 
This explains the delay between the first announcement and the actual issue 
of the present volume. (A German translation of the first Russian edition 
was published in 1953 by the Akademie-Verlag, Berlin.) 

In this translation I have followed the time-honoured maxim : "As literally 
as possible and as freely as necessary." Thus, while the book should read 
like an English text-book, it has, I hope, retained some of the flavour of 
the Russian original. A characteristic feature that the reader will notice is 
the author's sparing use of an elaborate symbolism and his reliance on a full 
verbal exposition of the mathematical argument. 

The changes I have made in the text can be described briefly as follows : 

( i) Throughout the text I have distinguished between g £ G ( "g is an ele­
ment of G") and H c: G ("H is contained in G"). This distinction is not 
made in the Russian text, where the symbol c: is used in both meanings. 
Frequently I have changed the notation for certain subgroups, elements, sub­
scripts, indices, etc. to bring it into line with English usage. 

( ii) I have slightly altered a few definitions (such as that of a free product 
and that of an element of infinite height) in order to avoid cumbersome case 
distinctions and to achieve more concise statements of some theorems. 

(iii) I have eliminated a number of misprints of the Russian text and 
have removed a few minor slips. Occasionally I have recast a proof where I 
thought it would lead to greater clarity. 

( iv) The appendix notes, which are marked in the text by sans-serif su­
perior letters, contain a few additional remarks and some references to recent 
developments. This applies particularly to Parts Three and Four of the book, 
which are concerned with topics where progress is most rapid at present. 

( v) I have tried to keep the bibliography up to date by adding to Volume 
II a separate list of references to relevant group-theoretical literature of 
the last few years. 
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6 TRANSLATOR'S PREFACE 

I may mention that the recent monograph by I. Kaplansky, Infinite 
Abelian Groups (University of Michigan Press, 1954), is an excellent sup­
plement to Part Two of this book, partly because the two books do not overlap 
too much in the material they cover, and partly because where they do overlap 
the two authors' different techniques make an interesting comparison. 

As the majority of the readers is likely to be in the United States, I have 
at the Publisher's request adopted American usage in spelling and termin­
ology. Thus, I talk of the center, of parentheses, and (somewhat reluctantly) 
of solvable groups, where in England it would have been the centre, brackets, 
and soluble groups. 

In the advanced parts of the book there is, quite understandably, much 
emphasis on the work of the very vigorous Russian group-theoretical school. 
The author is aware of this ; in a recent letter to me he writes : "The creation 
of the contemporary theory of groups was, and is, the work of a large world­
wide community of scholars, but the task of preparing a book that reflects 
the contemporary state of the theory of groups cannot be solved collectively." 
I hope that my translation will make English readers better acquainted with 
the trends of research in Russia and that in this way it will make a contribu­
tion to establishing a closer contact with our Russian colleagues. 

A final word about the use of the book as a text for graduate (or, in Eng­
land, advanced undergraduate) courses. I believe that in the hands of an 
experienced instructor the book will serve admirably as a text for students 
who have achieved a certain maturity of mathematical thinking. The instruc­
tor may have to make a few judicious omissions (of more difficult material) 
and additions (of further examples and exercises) . But in the theory of in­
finite groups good exercises of the right degree of difficulty are notoriously 
scarce-they tend to be either too trivial or too hard. During the last academic 
year, which I have spent as a Visiting Professor in the University of Colorado, 
at Boulder, I have covered both Part One and Part Two, each in a one­
semester three-hour course. 

I welcome this opportunity of expressing my thanks to the official agencies, 
the institutions, and the many colleagues who have helped to make my stay 
in the United States such a pleasant one. 

August, 1955 
KURT A. HIRSCH 



PREFACE TO mE SECOND EDITION 

The author concluded his work on the first edition of this book in 1940, 
the proofs were read in the following year, and only the military circum­
stances of the time delayed the appearance of the book until 1944. Thus, 
nearly twelve years have passed since the book was completed. During these 
years the general theory of groups has undergone a remarkable change­
many problems have been solved, a number of new problems have arisen, 
and new directions of research have opened up, some of which now occupy 
a very conspicuous place in the theory of groups. In this rapid development 
of the theory of groups Soviet algebraists have played a prominent part. 
Young research workers have been systematically recruited, and continue 
to be recruited, into the Russian group-theoretical school, which was founded 
by 0. J. Schmidt. Their creative interests span almost all branches of the 
theory of groups, and in many directions the papers of Soviet scientists are 
among the leading ones. The first edition of the present book has also con­
tributed in some measure to the development of the group-theoretical studies 
-it might be mentioned that a typewritten copy was deposited in 1940 at 
the Institute for Mathematics and Mechanics of the University of Moscow 
and was accessible for study. 

When I began to prepare the second edition two years ago, I wanted 
to bring the book again up to the level our science had then attained. For 
this purpose I had to write virtually a new book. Not only does it differ 
from the old one in the planning of the material-many new sections have 
been added and many that were taken over from the old book have been 
completely revised-but hardly a single section has been transferred to the 
new book without some alterations. On the other hand, the increase in the 
volume of the book, which unfortunately could not be avoided, compelled 
me to omit a number of points that were in the old book and occasionally 
entire sections; however, they were of such a nature that their inclusion in 
the original book cannot be regarded as having been a mistake. I have 
therefore found it appropriate in some cases, when referring the reader to 
additional literature, to refer him also to the corresponding section of the 
first edition of the book. 

I must emphasize, however, that the new book has the old one as its basis 
and is very close to it in conception. This justifies me, I think, in keeping 
the old title for the book with the qualification ''Second Edition, Revised." 

I do not intend to give a complete survey of the book, but I shall point 
out the principal differences between its main parts and the corresponding 
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8 PREFACE TO SECOND EDITION 

parts of the first edition. Part One contains what one would naturally 
refer to as the elements of group theory. A thorough acquaintance with this 
material is assumed in all subsequent parts of the book. I mention one detail: 
The concept of the factor group and the homomorphism theorem appear 
in the book long before the concept of a normal subgroup is introduced. 
This interchange is not due to the needs of group theory itself and has been 
made only in order to expose the triviality of those all-too-numerous general­
izations of the group concept whose theory does not go much further than 
the homomorphism theorem. As is well known, this theorem can, in fact, 
be formulated and proved for sets with an arbitrary number of algebraic 
operations. 

The theory of abelian groups has been subjected to a drastic revision. 
This refers to primary abelian groups, in particular, whose theory has been 
considerably reorganized and enriched by the work of L. Y. Kulikov. As far 
as torsion-free abelian groups are concerned, the method of presenting the 
groups by systems of p-adic matrices has here been omitted, as it is of 
little help in the study of these groups ; instead, the theory of completely 
decomposable groups has been included. 

A considerable number of significant additions has been made in the 
theory of free groups and free products. In particular, some results recently 
obtained by B. H. Neumann and his collaborators have been incorporated 
in the book. 

In the theory of direct products of groups large re-dispositions have been 
undertaken; as a result of papers by the author and later by R. Baer, this 
theory is drawing appreciably closer to its completion. Therefore it was 
natural to deduce in the book the theorem of Schmidt (often also called 
theorem of Remak-Schmidt or Krull-Schmidt) from one of the much more 
general theorems obtained in recent years. This necessitated the develop­
ment of a large auxiliary apparatus and compelled me to combine the chapter 
on direct products with the chapter on lattices. 

In the first edition, only one section was devoted to group extensions. 
In the second edition it has grown into a whole chapter: this is due to the 
appearance of the cohomology theory in groups. Of course, even now the 
classification of extensions is far from having reached that degree of perfec­
tion which would allow the solving of any problem on extensions by a 
simple reference to this classification ; but the whole position cannot be 
compared to what it was twelve years ago. 

Particularly deep changes have occurred in the theory of soh,able and 
nilpotent infinite groups. The first edition of the book reflected only the 
first timid steps in this direction, and the relevant sections were included 
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in the book more as a hint of subsequent developments than as an exposition 
of the results achieved at the time. To-day this is, in fact, one of the largest 
and richest branches of the theory of groups, a branch whose program can 
be expressed in these words : the study of groups which are closely related 
to abelian groups, under restrictions which in one sense or another are 
close to finiteness of the number of elements of the group. 

This new branch of the theory of groups has been created almost entirely 
by Soviet scientists. A special place belongs to S. N. Cernikov whose initi­
ative and creative contributions have determined the development of the 
researches in this domain to a remarkable degree. A number of results 
concerning very deep theorems have also been obtained by A. I. Mal'cev. 

Now a word about those parts of the theory of groups that have been 
omitted from the framework of the book. Among them there is above all 
the theory of finite groups. At the time when I worked on the first edition 
I set myself the task of showing that the theory of groups is not merely 
the theory of finite groups, and therefore the book contained almost nothing 
about finite groups in particular. This task can be regarded today as accom­
plished. Indeed, just the other way around: it has now become necessary 
to recall that the theory of finite groups is an important and integral part 
of the general theory of groups. Although some material on finite groups is 
now incorporated in this book, the above problem is by no means solved in it. 

It would be useful if one of the Soviet specialists on finite groups would 
write a small book devoted entirely to finite groups using the present book 
as a basis (that is, without expounding the elements of group theory over 
again). 

Even more urgent, perhaps, would be the writing of a book whose title 
could be given provisionally as the algebraic theory of groups of trans­
formations. It would have to contain the well-worked theory of permutation 
groups, the theory of groups of matrices, and also the general theory of 
representations of abstract groups. Isomorphic representations of groups by 
matrices, monomial groups and representations, the classi<,:al groups over 
an arbitrary field, and many other topics would also have to find a place 
in it. In a certain sense this is applied theory of groups. A systematic 
exposition of this entire branch of the theory of groups, using the results 
and metBods of the general theory of groups, would be very useful. 

The prerequisite knowledge that the reader of the book is assumed to 
possess has been indicated at the end of the Introduction to the First Edition. 
In addition, I might add that he should be acquainted with the concept of 
a ring and the simplest concepts connected with it. 
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The bibliography has been revised, and supplemented by those papers 
published in recent years that have a bearing on the contents of the book. 

Before and during the work on the second edition I received many com­
ments and much advice-in letters, in personal talks, and in seminar meet­
ings-from many Soviet algebraists. To all these fellow-mathematicians who 
have helped me with their advice I offer my sincere thanks. 

Moscow, May 1952 
A. KURO~ 



FROM THE INTRODUCTION TO THE FIRST EDITION 

The theory of groups has a long and rich history. Arising from the needs 
of Galois theory, it developed at first as the theory of finite substitution 
groups (Cauchy, Jordan, Sylow). However, it was fairly soon discovered 
that for the majority of problems that are of interest to the theory this 
special material-namely substitutions-used in the construction of the 
groups is not essential and that the actual topic is. the study of properties 
of a single algebraic operation defined in a set consisting of a finite number 
of elements of an arbitrary nature. This discovery, which may appear trivial 
to-day, turned out to be, in fact, very fruitful and led to the creation of the 
general theory of finite groups. True, the transition from substitution groups 
to arbitrary finite groups did not essentially extend the realm of the objects 
to be studied; however, it put the theory on an axiomatic basis, gave it 
order and clarity, and thus facilitated its further growth. 

The golden age of the theory of finite groups came at the end of the last 
century and the first decade of the present. During this period the funda­
mental results of the theory were obtained, the fundamental directions of 
research were laid down, and the fundamental methods were created ; 
generally, through the work of its principal promoters (Frobenius, Holder, 
Burnside, Schur, Miller) the theory of finite groups acquired at this time 
all the essential features it has at the present day. But later it became clear 
that the finiteness of a group is a restriction that is too strong and not 
always natural. It was of particular importance that this restriction very 
soon led to conflicts with the needs of neighboring branches of mathematics : 
in several parts of geometry, the theory of automorphic functions, topology, 
in all of these one again and again came across algebraic formations similar 
to groups, but infinite, and so demands were made upon the theory of groups 
that the theory of finite groups was not in a position to satisfy. Moreover, 
from the point of view of algebra itself-of which the theory of groups is a 
part-a situation could hardly be regarded as normal in which such very 
simple and important groups as, for example, the additive group of integers 
remained outside the limits of the theory. The finite group must therefore 
be a special case of the general concept of a group, and the theory of finite 
groups must be a chapter in the general theory of ''infinite" (that is, not 
necessarily finite) groups. 

An exposition of the elements of group theory without the assumption 
that the groups under consideration were finite was, for the first time in 
the whole literature, made in the book Abstract Theory of Groups [in 
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12 INTRODUCTION TO FIRST EDITION 

Russian] by 0. J. Schmidt (Kiev 1916), a book which even now remains 
a reference work for all Soviet algebraists. But the broader development 
of the general theory of groups began somewhat later and was linked with 
that radical reorganization and transition to a set-theoretical foundation in 
algebra which occurred in the twenties of the present century (Emmy 
Noether). It was from here that the new concepts of operator systems and 
chain conditions were introduced into the theory of groups. 

Subsequently the work on the general theory of groups became very 
vigorous and varied, and at the present time this part of mathematics has 
become a wide and rich science occupying one of the foremost places in con­
temporary algebra. Clearly this development of the general theory of groups 
could not ignore the achievements of the theory of finite groups. On the 
contrary, many results sprang from the corresponding parts of the theory 
of finite groups ; the guiding principle was. the endeavour to replace the 
finiteness of the group by other natural restrictions under which a given 
theorem or a given theory remain valid but without which they cease to hold. 
Furthermore, very often a problem that is simple and completely solved 
in the case of finite groups changes to a broad theory, yet far from complete; 
this happens, for example, in the theory of abelian groups, one of the most 
important parts of contemporary group theory. At the same time a number 
of new branches arose, linked essentially with the study of infinite groups­
the theory of free groups and of free products. Finally, in some cases, above 
all in the problem of giving a group by defining relations, the theory of 
groups achieved for the first time a clarity and rigor that had been lacking 
in the preceding stage of its development. 

The theory of groups is far from complete. The variety of concrete prob­
lems confronting it and the fact that in some directions the research work 
has only recently begun justify us in assuming that the general theory of 
groups has not yet passed the climax of its growth. Nevertheless the time 
has come to systematize the rich material already accumulated and thus to 
present to a wide circle of mathematicians the basic trends of contemporary 
group theory, its methods, its principal achievements, and finally, the im­
mediate problems facing it and the paths along which it will necessarily 
develop in the near future. 

The present book does not pretend, obviously, to range over the whole 
theory of groups ; but almost all the main branches of our science are pre­
sented in it, to an extent sufficient to show the reader the wealth of its 
contents and the variety of its methods. 

The reader is not required to have a preliminary acquaintance with the 
elementary concepts of the theory of groups. A basic course of higher algebra 



INTRODUCTION TO FIRST EDITION 13 

is a prerequisite only for some initial examples of groups, such as matrices, 
permutations, roots of unity. As to the theory of numbers, the reader need 
only know the elements of the theory of congruences. On the other hand, 
the reader should be thoroughly acquainted with the elements of the theory 
of sets, as far as the first four chapters of the book Set Theory by Hausdorff 
(Chelsea, 1956). In particular, in many constructions and proofs trans­
finite induction is an essential tool. 

The bibliography contains, as far as possible, a complete list of papers 
on the general theory of groups, including some that have come out recently 
but have not influenced the book. Of the rich literature on finite groups the 
bibliography includes only a few directly connected with the contents of 
the book. References to the bibliography are given in the text by the name 
of the author and (in brackets) the number of the paper quoted. 

Moscow, October 1940 
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PART ONE 

THE ELEMENTS OF GROUP THEORY 





CHAPTER I 

DEFINITION OF A GROUP 

§ 1. Algebraic operations 

In any course on higher algebra the reader will have become acquainted 
with sets in which algebraic operations are defined. Fields and rings-that 
is, sets with two independent operations, called addition and multiplication­
play a fundamental role in such a course. Very often, however, one en­
counters sets in which only one algebraic operation is defined (or is studied 
for the moment). We recall the definition of an algebraic operation. 

Let a set M be given. We say that an algebraic opera.tion is defined in Af 
if we have a rule by which we can assign to any two (distinct or equal) 
elements of M, taken in a definite order, a third well-defined element of 
the same set. 

It is therefore part of the definition of an algebraic operation that it shall 
be single-valued and that it shall be applicable to any pair of elements. 
Furthermore, the definition indicates that the order in which the elements 
are taken may be relevant when the operation is performed. In other words, 
it is not excluded that the elements of M that correspond to the pair a, band 
to the pair b, a of M may be distinct, i.e., that the operation under con­
sideration is non-commutative. 

Numerous examples can be given of sets with numbers as elements and 
with an operation that satisfies the above definition. We leave the con­
struction of such examples to the reader and merely indicate some sets that 
do not satisfy the definition : the set of negative integers under multiplica­
tion, the set of odd numbers under addition, and the set of real numbers with 
division as the operation-the latter because division by zero is impossible. 

Various algebraic operations performed on objects other than numbers 
are also well known ; some examples are : the addition of vectors in an 
n-dimensional vector space, vector multiplication of vectors in a three­
dimensional euclidean space, multiplication of square matrices of order n, 
addition of real functions of a real variable, multiplication of such functions, 
etc. An example of an algebraic operation that will be of great importance in 
the sequel is the multiplication of permutations. A permutation of degree n 
is, of course, a one-to-one mapping of the set of the first n natural numbers 
onto itself. The result of carrying out two permutations of degree n in 
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22 pART ONE. I. DEFINITION OF A GROUP 

succession is itself a permutation of degree n, which is called the product 
of the first of the given permutations by the second. If, for example, we 
consider the permutations 

(1 2 3) 
a= 1 3 2 ' (1 2 3) 

b= 2 3 1 ' 

where n = 3, then their product is the permutation 

(
1 2 3) 

ab= 2 1 3 · 

An algebraic operation in the set of permutations of degree n is thus defined. 
It is easy to see that it is non-commutative; the pt:oduct of b by a for the 
above two permutations has the form 

(1 2 3) 
ba = 3 2 1 · 

We shall, as a rule, use multiplicative terminology and symbolism for study­
ing sets with one algebraic operation ; the operation will be called multiplic~ 
tion, and the result of performing the operation on the pair of elements a, b 
will be called their product ab. In some cases, however, it will be convenient 
to employ the additive notation, in other words, to call the operation addition 
and to speak of the sum a + b of the elements a, b . 

We have already mentioned that the commutativity of an operation, that 
is, the validity of the equation 

ab=ba 

for arbitrary elements a, b of the set M, is notpart of the definition. Examples 
of non-commutative operations are : multiplication of square matrices of 
order n for n. > 2; multiplication of permutations of degree n, not only for 
n = 3 as was illustrated above, but for all n > 3 ; and vector multiplication 
of vectors of a three-dimensional euclidean space. Subtraction of numbers 
can also be regarded as an example of a non-commutative operation. 

Furthermore, the definition of an algebraic operation does not require that 
the operation be associative, that is, that for arbitrary elements a, b, c of 
the set M the equation 

(ab)c = a(bc) 
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shall hold. Vector multiplication of vectors of a three-dimensional space 
serves as an example of a non-associative operation ; so does the subtraction 
of integers. On the other hand, as is well known, the multiplication of 
matrices is associative. Again, the multiplication of pemmtations is asso­
ciative; this follows from the following more general result. 

LetS be any finite or infinite set. We consider the totality of single-•valued 
mappings of the set S i11to itself, that is, mappings that associate with every 
element of Sa well-defined element of the same set, where various elements 
of S may possibly be mapped onto one and the same element and where 
there may be elements in S onto which nothing is mapped. If we understand 
by the product of two such mappings the result of performing them in succes­
sion, then we obtain an associative algebraic operation in the set of mappings. 

For let q;, 1p, and x be three single-valued mappings of a setS into itself. 
Further, let a be an arbitrary element of S, and let it go over into the ele­
ment b under the mapping q;, while b goes over into c under the mapping 1J', 
and finally c into d under the mapping x. Then the mapping cp 1p carries the 
element a into c, so that under the mapping ( q; 1p) x, a goes over into d. 
However, the mapping 1J'X carries the element b into d, and therefore under 
the mapping cp( 1JJX) a also goes over into d. Thus it has been shown that 
the mappings ( q; 1p) x and q; ( 1p x) coincide. 

Let us see what deductions can be made from the validity of the asso­
ciative law for an operation given in a set 11:!. From the definition of an 
algebraic operation it follows that the product of any t·wo elements of 1\f, 
taken in a definite order, exists and is unique. But we cannot, in general, 
speak of the product of three elements: for, the product of the elements 
a, b, and c, taken in this order, may depend on whether the product of 
a and b is multiplied by c, or a is multiplied by the product of b and c. The 
associative law, however, pem1its us to refer without ambiguity to the product 
of three elements of M; the element ( ab) c, being equal to a( b c), will simply 
be denoted by abc. Clearly, the product of three elements may change, in 
general, with a permutation of the factors. 

Furthermore, the associativity of an operation permits us to speak without 
ambiguity of the product of any finite number of elements of M, taken in a 
definite order; in other words, it enables us to prove that the final result 
is independent of the initial distribution of parentheses. Let us show this 
for the case of n factors ( n > 3), on the assumption that it has already been 
proved for a smaller number of factors. Let 
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be an ordered system of n elements of Min which parentheses are distributed 
in some way indicating the order in which the operations shall be carried out. 
If we perform in succession the multiplications indicated by the parentheses, 
then we must carry out in the last step the multiplication of the product of 

_the first i elements a1, ~' ... , Q.( ( 1 < i < n -1) by the product a,+l· . . a,.. 
Since these products consist of fewer than n factors and are therefore, by 
assumption, determined uniquely, it only remains to show that we can go 
over from (a1a2 ... a4)(a4+1a4+9 ••• a,.) to (a1a1 • •• a3) (ai+l· •• a,.), where i =F j. 
It obviously suffices to perform this transition for the case j = i + 1, and 
we achieve this by a simple application of the associative law: if 

then 

This does not give us the right, however, to speak of the product of an infinite 
set of elements of M. 

The set i\1 in which an algebraic operation is given sometimes has a unit 
element, that is, an element 1 for which 

for all a in M. Only one element having this property can exist in M: if 
there were another unit element 1', then the product 1·1' would be equal both 
to 1 and to 1'; hence 1 = 1'. When the additive notation is used, the unit 
element is called the null element (or zero) and is denoted by the symbol 0. 

Examples of sets with an algebraic operation that do not have a unit 
element (or a zero) are : the set of natural numbers with respect to addition, 
the set of even numbers with respect to multiplication, and the set of vectors 
of a three-dimensional euclidean space with respect to vector multiplication. 
On the other hand, the multiplication of square matrices of order n has a 
unit element, namely the unit matrix. A unit element also exists for the 
multiplication of permutations of degree n; this is easily seen to be the 
identity permutation 

(
1 2 .. . n) 
1 2 .. . n · 

More generally, in the set of all single-valued mappings of a set S into itself 
with multiplication defined as the result of performing the mappings in suc­
cession, there exists a unit element, the identity mapping of S onto itself. 
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Finally, let us introduce the concept of an inverse operation. We know from 
higher algebra that in a ring the operation inverse to addition is subtraction, 
and in a field-if we restrict ourselves to elements different from zero­
the operation inverse to multiplication is division. In the light of these 
examples, it is natural to ask the following question in the case of an arbitrary 
set M with one (not necessarily commutative) operation : Do there exist 
for given elements a and b certain elements x and y for which 

ax=b, ya=b (1) 

holds? These equations may or may not be solvable in M. Moreover, they 
may have distinct solutions. We shall say that an operation, given in M, 
has an inverse operation if for every a and b each of the equations ( 1) has 
one and only one solution; in the non-commutative case the solutions x and y 
of these two equations need not of course coincide. 

An example of an operation for which equations ( 1) may have several 
distinct solutions is multiplication in any ring having divisors of zero, in 
particular in the ring of functions and in the ring of matrices. Very simple 
examples of operations for which equations ( 1) are not always solvable are: 
the operation of addition in the set of natural numbers and the operation of 
multiplication in the ring of integers and in the field of real numbers as 
well-the latter because division by zero is impossible. 

§ 2. Isomorphism. Homomorphism 

Let M and M' be two given sets in each of which an algebraic operation 
is defined ; we shall assume that in both sets these operations are called 
multiplication. The sets M and M' are said to be isomorphic with respect 
to these operations if a one-to-one correspondence between their elements 
can be established for which the following holds : If the elements a and b 
of M correspond to the elements a' and b' of M', and if 

b 'b' ' a = c, a = c, 

then the elemem c of M shall correspond to the element c' and to no other 
element of M'. Such a one-to-one correspondence is called an isomorphic 
relation or isomorphism between M and M'. An isomorphism of the sets 
M and M' will be denoted by the symbol M ~ M'. 

Examples of isomorphic sets with one algebraic operation can readily be 
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given. Thus, the set of even numbers can be put into one-to-one corres­
pondence with the set of all multiples of 3 by associating the even number 2 k 
of the first set with the number 3 k of the second set. This mapping is 
obviously an isomorphism with respect to addition, which is an operation 
defined in each of the two sets. 

Further, let us compare the operation of multiplication in the set of 
positive real numbers with the operation of addition in the set of all real 
numbers. We obtain a one-to-one mapping of the first of these sets onto 
the second by associating with each positive real number its logarithm to 
the base 10. The equation 

log (a b) = log a + log b 

shows that this mapping is an isomorphism. 
The reader is familiar with many examples of isomorphic sets in higher 

algebra. Let us recall one of these ; the set of linear transformations of an 
n-dimensional vector space over a field F, with the product of linear trans­
formations defined as the result of their being performed in succession, 
is isomorphic to the set of square matrices of order n over the field F with 
matrix multiplication as the algebraic operation. This isomorphism depends, 
of course, on the choice of basis in the vector space. Thus, when the sets 
M and M', each with one operation, are isomorphic, then the isomorphism 
between them can be established, in general, in many different ways. 

Each set with an operation is obviously isomorphic to itself: it is sufficient 
to take the identity mapping of the set onto itself. The relation of isomor­
phism, moreover, is (i) symmetrical: from M1 ~M2 follows M2~M1 , 

and ( ii) transitive : from M 1 ~ M2 and M 2 ~ M 8 follows M1 ~ M8• 

From the definition of isomorphism it follows that isomorphic sets have 
the same cardinal number ; if in particular they are finite, they consist of 
the same number of elements. 

Isomorphic sets with operations may differ from one another in the nature 
of their elements and, possibly, in the name of the operation and the sym­
bolism used to denote it. They are indistinguishable, however, as far as the 
properties of the operations are concerned : given a set with an operation, 
whatever can be proved about the basic properties of this operation without 
reference to the individual properties of the elements of the set goes over 
automatically to all sets isomorphic to the given one. In what follows we 
shall, therefore, consider isomorphic sets to be merely distinct copies of a 
set with one and the same operation and by so doing we shall single out the 
algebraic operation itself as the true object of our study. Only in our con-
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struction of examples shall we speak, for convenience, of concrete sets and 
of operations whose definitions depend on properties of the ele~ents of 
these sets. Besides, we shall later learn (in Chapter V) how to construct 
concrete examples of operations without making any assumptions about 
the nature of the elements on which the operations are performed. 

The concept of isomorphism is not specifically an algebraic one. In fact, 
every branch of mathematics identifies the objects of its study by certain 
criteria and emphasizes in this way those properties of the objects that form 
the true subject matter of that branch. To clarify this remark, the reader 
need only reflect on the way one of the fundamental mathematical concepts 
-that of a whole number-is formed. 

We obtain a generalization of the concept of an isomorphic mapping by 
omitting from the definition the postulate that the correspondence be one­
to-one. Let M and M' be sets, each with one operation, say multiplication. 
We consider a mapping cp of the set M onto the set .H' which associates 
with every element of M a well-defined image a'= acp in ~M', while each 
element of M' has at least one, but in general several distinct, originals, or 
inverse inwges, in M. This mapping is called a homomorphism if for any 
a and b in M it follows from 

acp =a' 
that 

(ab)cp = a'b'. 

We shall then say that the set M' is a homomorphic image of the set 111. 
It is not permissible, of course, to identify two sets one of which is mapped 

homomorphically onto the other. In this respect the concept of homomor­
phism is less fundamental than the concept of isomorphism, but in the 
subsequent development of the theory its role will, nevertheless, be very 
important. Let us give a few examples of homomorphic mappings. 

Let M be the set of all integers, with addition as the algebraic operation ; 
and let M' be the set consisting of the numbers 1 and -1 with multiplication 
as operation. By associating 1 with every even number and -1 with every 
odd number we obtain a homomorphic mapping of J.f onto M' ; indeed the 
rule "even plus odd is odd" corresponds to the equation 1 • (-1) = -1 , 
and similar equations correspond to the other rules. 

Next let M be the set of all plane vectors whose initial point is the origin 
of the coordinate system and M' the set of those vectors of 1\f which lie 
along the axis of abscissas, with vector addition in both cases as the algebraic 
operation. We obtain a homomorphic mapping of M onto 11!' if we associate 
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with every vector of M its projection onto the axis of abscissas; for, the 
projection of a sum is, of course, the sum of the projections of the summands. 

If a set M with one operation is mapped homomO'Yphically onto a set M', 
in particular if these two sets are isomorphic, then the validity of the asso­
ciative or of the commutative law in M entails the validity of the correspond­
ing law in M'. For example, let the operation in M be commutative. If 
a' and b' are arbitrary elements of M', if a is one of the originals of a', and 
if b is one of the originals of b', then the element a b corresponds in the 
homomorphism under consideration to a' b', the element ba to b' a'; and 
therefore the equation ab = ba and the uniqueness of the image under a 
homomorphic mapping imply the equation fl b' = b' a'. If the operation 
in M is associative, the corresponding proof proceeds along the same lines. 

Furthermore, if the set M has a unit element 1, then its image must be 
the unit element in the set M'. For let us denote the image of the unit element 
by e' ; if a' is an arbitrary element of M' and a one of its originals, then the 
equations a • 1 = 1 • a= a and the homomorphic property of the mapping 
imply the equations cl c' = e' a'= a'. Thus we have shown that c' is 
indeed a unit element for the set M'. 

We note that if a set M has an inverse operation, it cannot be inferred 
that the same is true of a homomorphic image M' of M ; for it is impossible 
to prove the uniqueness of the solutions of each of the equations ( 1) of the 
preceding paragraph. However, we can prove that those equations have solu­
tions. For if cl and b' are elements of M', and if a is one of the originals of 
a' and b one of the originals of b' in M, that is, 

arp = a', IY-? = b', 

and if the element c in M satisfies the equation ax = b, then by the· homo­
morphic property of the mapping the element 

c'= cq; 
satisfies a' x = b' in M'. 

As regards the various converses : from the validity of the associative or 
the commutative law in M' or from the existence of a unit element or of an 
inverse operation in M' the corresponding statement for the set M does 
not follow. 

We shall now describe a method of obtaining all the possible homomorphic 
images of a given set M with one operation. For this purpose we introduce 
the following concept. Suppose that there is given a partition of the set M 
into disjoint subsets, which we shall call classes and denote by the letters 
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A, B, .... Such a partition of Minto disjoint classes is called regular if from 
the fact that the elements a1 and ~ lie in one class A, and the elements 
b1 and b2 lie in one class B, it follows that the elements a1 bt and ~ b2 
also lie in one and the same class C. 

This definition implies that the class C is completely determined by the 
classes A and B : the product of any element of A by any element of B is 
contained in C. If we call the class C the product of the class A by the class B, 
then an algebraic operation is defined in the set M of all classes of our regular 
partition. We shall call the set M with this operation the factor set of Af 
with respect to the regular partition. 

The set M can be mapped homomorphically onto the factor set M. For 
it is sufficient to associate with each element of M the class in which the 
element lies and to make use of the definition of multiplication in the set M. 
This mapping of the set M onto the factor set M is called the natural or 
canonical homomorphism. 

The factor sets of M with respect to its regular partitions essentially 
exhaust all the possible homomorphic images of M. More precisely, the 
following theorem holds. 

If M' is an arbitrary homomorphic image of the set M, and q; a homo­
morphic mapping of M onto M', then there exists a regular partition of M 
into disjoint classes such that M' is isomorphic to the factor set M con­
structed by means of this partition._ Moreover, there exists an isomorphic 
mapping 1p of the set M' onto the set M such that the result of performing the 
mappings q; _!!nd 1p in succession coincides with the natural homomorphism 
of M onto M. 

For the proof, we note that we obtain a partition of Minto disjoint classes 
if we collect into one class all the elements whose images under the mapping q; 
coincide. This partition is regular ; if the elements a1 and a2 lie in one class, 
that is, if 

and if the same applies to the elements b1 and b2 , that is, if 

0{'9 = 02~ = 01
, 

then by the homomorphism of the mapping q; 

so that the elements a1 b1 and a2 b2 belong to one and the same class. This 
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enables us to define a multiplication, in the way described above, in the set M 
of all classes of the partition that we have obtained, in other words, to turn 
M into a factor set. Between all the elements of the set M' and all the 
classes (that is, elements of the set M) there now exists a one-to-one corres­
pondence 1p: we need only associate each element of M' with the class 
consisting of all the originals of this element. The correspondence 1p is 
an isomorphism : if the elements a' and b' are Hnked with the classes A and B 
respectively, and if elements are chosen in these classes, a from A and 
b from B, then AB is the class that contains the element ab. However, 

(ab) ~ = (acp) (bcp) = a'IJ', 

so that the element c/ b' is associated under the mapping 1p with the class 
AB. To conclude the proof, we choose an arbitrary element a of 1"11. Let 

acp =a', 

Since the element a is one of the originals of a', a is contained in A; in other 
words, the result of performing the mappings q; and 1p in succession does, 
in fact, coincide with the natural homomorphic mapping of M onto M. This 
completes the proof. 

§ 3. Groups 

A further investigation of sets with an arbitrary operation would not be a 
very fruitful undertaking : the concept, being too general, is poor in content. 
Historically, sets of a special type with one operation-called groups-were 
first selected for detailed study, owing to their many applications both in 
mathematics itself and beyond its boundaries. This is one of the most 
fundamental concepts of contemporary mathematics : it combines an affinity 
to familiar operations on numbers with an exceptionally wide domain of 
applicability. 

A non-empty set G with one algebraic operation is called a group if the 
following conditions are satisfied : 

( 1) the operation in G is associative ; 
(2) the inverse operation can be performed in G. 

The operation in G need not be commutative. If it is commutative, then G 
is called a commutative or abelian group, after N. H. Abel who studied a 
type of equation whose theory is linked with the theory of commutative 
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groups. It is clear that the operations in this class of groups are particularly 
close to the ordinary operations on numbers; a large part of the sequel will 
be devoted to a detailed study of the properties of abelian groups. 

If in an arbitrary group G the commutative law holds for two given ele­
ments a and b, then these elements are called permutable. 

If a group G consists of a finite number of elements, then it is called a 
finite group, and the number of its elements is called the order of the group. 
The existence of groups of any finite order, and of groups of any infinite 
cardinal number will be shown in the next section. 

For finite groups the condition (2) in the definition of a group can be 
weakened to the mere requirement that the solutions of the two equations 

ax=b, ya=b, (1) 

be unique ; we can then deduce that solutions of these equations do exist. 
For let G be a finite set, consisting of n elements, with one operation and 

with unique solutions of the equations ( 1), provided these solutions exist at 
all; let a and b be elements of G. If we multiply the element a on the right 
by the element x of G, in other words, if we form the product ax and let 
x run through all elements of G, then by our assumption we obtain n distinct 
elements of G, that is, we obtain all the elements of G ; there exists, then, 
an element x 0 for which ax0 is equal to the given b. This proves the existence 
of a solution for the first of the equations ( 1). The existence of a solution of 
the second equation is proved in the same way. 

A similar weakening of condition (2) is not possible in the infinite case, 
as is shown by the example of the set of positive integers with the operation 
of addition. In this example, the operation can always be performed and 
it is single-valued and associative; however, the inverse operation-sub­
traction-although it is single-valued, cannot always be perfom1ed. 

We now proceed to detem1ine the simplest consequences of the definition 
of a group. 

Let us take an arbitrary element a in a group G. From condition (2) 
there follows the existence and uniqueness in G of_ an element ea which 
satisfies the condition aea = a, that is, which plays the role of a unit element, 
for the element a, under multiplication on the right. This element ea has, 
moreover, the same property with respect to all the elements of the group; 
if b is any other element .of G and if y is an element of the group that satisfies 
the equation ya = b-the existence of y follows from condition (2)-then 
on multiplying both sides of the equation aea =a on the left by y and 
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applying the associative law to the left-hand side we obtain bea =b. We 
have thus proved the existence and uniqueness in G of a right unit element e' 
having the property x e' = x for all the elements x of G. 

In the same way we can prove the existence and uniqueness in G of a 
left unit element e" that satisfies the condition e" x = x for all x in G. 
The elements e' and e" moreover coincide, as the equations e" e' = e' and 
e" e'= e" show. We have thus proved the existence and uniqueness in 
every group G of an element e that satisfies the condition 

xe=ex=x 

for all elements x of G. This element is the unit element of the group G 
( cf. § 1) and will be denoted by the symbol 1. As we have just seen, the 
unit element is permutable with every element of the group. 

From condition (2) there follows, further, for any given element a the 
existence and uniqueness of elements a' and a" which satisfy the conditions 

aa!= 1, tl'a= 1. 

The elements a' and a" in fact coincide : from 

a" acl= cl' (act)= tl' ·1 = 0:' 
and 

a'' aa'= (a" a) a'= 1·a'= 0: 

it follows that o!= a". We shall denote this element by a-t and call it the 
inverse of a. Every element a of G has, therefore, a uniquely determined 
inverse a- 1 which satisfies the conditions 

From the last equation it follows that the inverse of a-t is a itself, i.e. 
(a-t) - 1 =a, and that every element is permutable with its inverse. It is 
easy to verify, moreover, that the inverse of a product of several elements 
is the product of the inverses of the factors taken in the reverse order, i.e. 

( )
-1 -1 -1 -1 -1 a1aa ... tZn--1 a,. =a,. a,._l .•• a2 a1 • 

The unit element is its own inverse. 
The concept of an inverse element enables us to write down explicitly 
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the elements x and y which by condition (2) satisfy the equations 
ax= band ya = b for given a and b; for, an immediate verification shows 
that 

x = a- 11J, 

Hence it follows that in the non-commutative case x and y may be distinct 
elements of the group. In the case of abelian groups this is, of course, 
impossible. 

The existence and uniqueness of the inverse elements, which we have 
deduced from condition ( 2), can actually replace that condition. We shall 
show this below and shall not even assume uniqueness of the unit and the 
inverse elements but shall limit ourselves to the assumption that one-sided 
(right-hand, say) unit and inverse elements exist. Such a weakening of 
condition (2) sometimes simplifies the task of verifying that a given set 
with an operation is a group. 

If G is a set with an associative operation, then condition (2) follows from 
the conditions 

(2') there exists in G at least one right unit element e with the property 

ae=a for all a in G, 

(2") among the right unit elements of G there is an element eo such that for 
each a in G at least one right inverse element a- 1 exists satisfying 

aa- 1 =eo. 

Proof. Let a- 1 be one of the right inverse elements of a. Multiplying 
both sides of the equation aa-1 = e0 on the left by eo we obtain 

eoaa-1 = eoeo = e()l 
·and hence 

Multiplying both sides of this equation on the right by one of the right 
inverses of a- 1 we obtain 

and hence e0 a =a. The element e0 turns out to be also a left unit element 
for G. 
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Now if e1 is an arbitrary right unit element and e2 an arbitrary left unit 
element, then it follows from the equations 

e2e1 = e1 and e2e1 = e2 

that e1 = e2 • Thus the uniqueness of the unit element e is proved. 
Multiplying both sides of the equation aa- 1 = e on the left by a- 1 we 

obtain 

Multiplying both sides of this equation on the right by one of the right 
. inverse elements of a-1 we obtain a- 1 a = e, so that the element a- 1 is 
also a left inverse of a. If now a1 -

1 and ~-1 are arbitrary right and left 
inverse elements respectively of a, then it follows from the equations 

a;taait = (a;ta) a11 = a11, 

a;1aat1 = a;1 (aa11
) = a;1, 

that a11 = a;1, in other words, the inverse element is unique. 
Condition (2) can now be easily deduced. In order to satisfy the equations 

ax=b, ya=b 

it is sufficient to put x = a- 1 b, y = ba-1 The uniqueness of this solution 
for, say, the first equation follows from the fact that if ax1 = ax2 , then by 
multiplying on the left by a-1 we obtain x1 = x2 • 

We note that the uniqueness of the solutions of the equations ( 1) allows 
us to introduce a left and a right cancellation : if 

ab1 = ab2 or IJ1a = IJ2a, 

then b1 = b2. 

If a group G is mapped homomorphically (in particular, isomorphically) 
on a set G' with one operation, then G' is also a group. 

For from what has been proved in the preceding section it follows that 
the operation in G' is associative, that the equations ( 1) have solutions in G', 
and that the image of the unit element of G is a unit element for the set G'. 
Thus conditions (2') and (2") are satisfied in G', and therefore, as shown 
above, G' is a group. 

In particular, the factor set of a group G with respect to any regular 
partition is itself a group. We shall therefore speak in future of the 
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fador group of a group G with respect to a regular partition. 
The theorem proved at the end of the preceding section now goes over 

into the following very important homomorphism theorem for groups: 

HoMOMORPHISM THEOREM: If cp is a homomorphic mapping of a group G 
onto a group G', then there exists a regular partitio'!_ of G such that G' 
can be mapped isomorphically onto the factor group G of G with respect 
to this partition. Moreover, the isomorphism 1p of G' onto G can be so 
chosen that the result of performing the mappings cp and 1p in succession 
coincides with the natural homomorphism of G onto the factor group G. 

We add another remark about homomorphic mappings. 

If the homomorphism cp of a group G onto a group G' carries the element 
a of G into the element a' of G', 

' aq;=a, 

then the image .of the element a- 1 is the element a'-1
: 

For we know that 1cp= 1'. If we now put a- 1 cp= b', then 

that is, 
a'b'= 1', and hence b'= a'- 1

• 

The axiomatic investigations of the present section on the definition of 
a group could be extended considerably, but we shall not pursue the matter 
further ; we merely mention that in the paper of Baer and Levi [ 1] 1 the 
definition of a group is split into seven independently formulated axioms : 
existence of a product and of a left and a right quotient, uniqueness of each 
of these three, and associativity. The authors then determine all the minimal 
subsystems of this system of axioms that suffice as a complete definition of 
a group. Another approach to the problem can be found in the paper by 
Lorenzen [ 1] . 

The orders of elements. The product of n equal elements a in a group G 
is called the n~th power of a and is denoted by a". Negative powers of a can 
be defined either as elements of G that are inverse to positive powers of a, 

1 See also § 4 of the first edition of this book (Moscow-Leningrad, 1944; German 
translation: Berlin, 1953). 
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or as products of equal factors a- 1
• As a matter of fact, these definitions 

coincide: 

To prove this it is sufficient to take the product of 2n factors of which the 
first n are a and the rest a-t, and then to carry out all the cancellations. We 
shall denote the negative powers of a by a-n. By a0 we shall, of course, 
mean the element 1. 

It is easy to verify that for any exponents m and n, positive, negative, or 
zero, the following equations hold : 

a'"•a"= a"•a'"= am+n 

(a'")"= a'"". 

The first of these equations shows that powers of one and the same element 
are permutable. 

If all the powers of an element a are distinct elements of the group, then a is 
called an element of infinite order. Suppose, however, that among the powers 
of an element a there are equal elements, for example ak = a1 for k =1= l; 
this will always occur, in particular, in the case of finite groups. If k > l 
then ak-l = 1 , so that there exist positive powers a equal to the unit element. 
Let n be the smallest positive power among them. 

(1) a"=1, n>O 
( 2) if ak = 1 , k > 0, then k > n. 

In that case we say that a is an element of finite order, specifically, of order n. 
If the element a is of order n, then all the elements 

are easily seen to be distinct. Every other power of a, positive or negative, 
is equal to one of these elements. For if k = nq + r, 0 < r < n, then 

Hence it follows that if a is of order nand if ak=1, then k must be divisible 
by n. 

Every group has one and only one element of order 1, namely the element 1. 
The inverse of an element a of finite order n is obviously the element a"- 1

• 
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All the elements of a finite group are of finite order ; in the following 
section we shall show that there exist also infinite groups with elements of 
finite orders only. A group whose elements all have finite order is called 
periodic. There exist, on the other hand, groups in which the orders of all 
the elements, except the unit element, are infinite. Such groups are usually 
called torsion-free groups.1 Finally, it is natural to call a group mixed if it 
contains elements of infinite order as well as elements, other than the unit 
element, of finite order. 

If the additive notation is chosen for a group G, then some corresponding 
changes in terminology and notation are required. As we have already 
pointed out in § 1, we speak in this case of the null element of the group 
instead of the unit element, and denote it by 0. Further, the element inverse 
to a is then called the opposite element and is denoted by - a; and we speak 
of multiples of a instead of powers of a and write them as k a. 

§ 4. Examples of groups 

In this section we collect some very simple examples of groups, which we 
shall often have occasion to refer to in the sequel. In most cases it will be 
left to the reader to verify that all the postulates entering the definition of 
a group are satisfied. 

1. All the positive and negative integers form a group with respect to 
addition-the additive group of integers. This group is abelian. The number 
zero plays the role of the unit element, and all the elements of the group 
except zero are of infinite order, that is, the group is torsion-free. 

2. Similarly, we can obtain the additive groups of all ratiotud numbers, 
of all real numbers, and of all complex numbers. 

3. All the even numbers also form a group under addition. This additive 
group of even numbers is isomorphic to the additive group of integers 
(Example 1), because the correspondence which associates the integer k 
with an even number 2 k is an isomorphism. All the multiples of a given 
number n also form a group under addition. But the set of all the odd 
numbers is not a group under the operation of addition, since this operation 
leads outside the given set. Nor does the set of all non-negative integers 
form a group under addition, because the inverse· operation-subtraction­
cannot always be carried out. 

1 Another name for groups without elements of finite order except 1 is locally infinite. 
This is in keeping with a systematic terminology (see also§ 55). [Trans.] 
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4. The integers do not form a group under multiplication, since the inverse 
operation-division-cannot always be performed. Nor do all the rational 
numbers form a group under multiplication, since division by zero is impos­
sible. But all the rational numbers different from zero form a group under 
multiplication-the multiplicative group of rational numbers. The unit 
element of this group is the number 1. The number - 1, which belongs to 
the group, is of order 2, while all the other elements are of infinite order. 

5. We can also speak of the multiplicative group of all positive rational 
numbers. This group can be mapped homomorphically onto the additive 
group of integers as follows : Every positive rational number a. can be 
written in the form 

a.- 2"a' - ' 

where numerator and denominator of the number a' are prime to 2 and n is 
a positive or negative integer or zero. The mapping a~ n is the required 
homomorphism. Note that the negative rational numbers do not form a 
group under multiplication. 

6. All the non-zero (or all the positive) real numbers and all the non­
zero complex numbers also form groups under multiplication. We recall 
that, as shown in § 2, the multiplicative group of positive real numbers is 
isomorphic to the additive group of all real numbers. 

7. The numbers 1 and -1 constitute a group under the operation of 
multiplication-a finite group of order 2. As shown in § 2, this group is 
a homomorphic image of the additive group _()f integers. It is also a homo­
morphic image of the multiplicative group of all real numbers-we need 
only map every positive number onto 1 and every negative number onto -1. 

8. All the complex n-th roots of unity form a finite group of order n 
under multiplication. This proves the existence of finite groups of every 
order. For n = 2 we obtain the group of the preceding example. We recall 
that all the n-th roots of unity are powers of one of them, a so-called primitive 
n-th root of unity. 

9. All the complex numbers which are roots of unity of any degree also 
form a group, the group of all roots of unity. It is an infinite, periodic group, 

10. All the complex numbers of absolute value 1 form a group under 
multiplication. This group is isomorphic to the group of rotations of a circle. 
Let us consider the set of all counter-clockwise rotations of a circle about 
its center. We shall consider a rotation through the angle 2n to be the 
same as a rotation through the angle 0, and we shall identify, in general, 
any two rotations with angles differing by a multiple of 2n. In this set of 
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rotations we define a group operation in the following way : The sum of 
two rotations shall be the result of perfom1ing them in succession ; the sum 
of the rotations by angles a and ~ will obviously be the rotation by the 
angle a+~ if a+~< 2n, and by the angle a+~- 2n if a+~> 2n:. 
It is easy to verify that this yields a group. To obtain an isomorphic mapping 
of this group onto the multiplicative group of complex numbers of absolute 
value 1 it is sufficient to establish a correspondence between the rotation 
through the angle a and the complex number with argument a. 

All the groups considered so far are commutative. We now pass on to 
examples of non-commutative groups. 

11. All the pemmtations of n symbols, the group operation being the 
multiplication defined in § 1 , constitute a group S11-the symmetric group 
of degree n. This is a finite group of order n ! and for 11 > 3 is non­
commutative. For it was shown in § 1 that the multiplication of pemmta­
tions is associative and that the identity permutation is the unit ; the permuta­
tion inverse to 

is the permutation a2 ••• a,) 
2 .•• n • 

12. The reader will have learned in higher algebra0 that all permutations 
of degree n fall into two classes, the odd and the even permutations, with 
n !/2 in each class. One of the possible definitions is the following. A 
pemmtation is called even if it is a product of an even number of transposi­
tions and odd otherwise. Hence it follows that the product of two c•z,en 
permutations is even. Since the identity permutation is obviously even and 
the inverse of an even permutation is also even, we arrive at the group of 
all even permutations of degree n, denoted by A 11 ; it is called the alternating 
group of degree n. It is a finite group of order n !/2 and is non-commutative 
for n > 4. 

The odd permutations of degree n do not form a group, since the product 
of two odd permutations is even. 

It is now easy to verify that there exists a homomorphic mapping of the 
symmetric group S 11 onto the group of order 2 in Example 7 : every even 
permutation is to be associated with the number 1, every odd permutation 
with the number - 1. 

13. We take an arbitrary set M and consider all the possible one-to-one 
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mappings of the set onto itself. Since the result of performing two such 
mappings in succession again yields a one-to-one mapping of M onto itself, 
we have here an operation in the set of these mappings. Its associativity 
has been proved in § 1, the identity mapping is the unit element, and every 
mapping has an inverse ; hence we obtain the group SJI of all one-to-one 
mappings of the set M onto itself. If the set M is finite and consists of n 
elements, then this group turns out to be the symmetric group of degree n. 
It is clear that if the sets M and M' have the same cardinal number then 
the groups S M and S M' are isomorphic. 

This example is important, because in applications groups appear for 
the most part as groups of transformations, that is, as groups of one-to-one 
mappings of a set M onto itself with multiplication defined as the performing 
of mappings in succession. Not all such mappings are usually considered, 
it is true, but only those that have some additional property a or, briefly, 
a-transformations. In order that all a-transformations of a set M constitute 
a group it is obviously sufficient that the following conditions be satisfied: 

( 1) the product of two a-transformations must have the property a ; 
(2) t~·/ ·werse mapping of an a-transformation must have the property a. 
Thco,e remarks may be used to construct further examples, where in each 

case the group consists of all the a-transformations of some set M for some 
property a. In particular, multiplication in these examples should always 
be understood as the performing of the mappings in succession. 

14. We take an infinite set of cardinal number m and consider those 
one-to-one mappings of the set onto itself that affect only a finite, though 
possibly an arbitrarily large, number of symbols. These mappings constitute 
a periodic group of cardinal number m which is called the symmetric group 
of cardinal number m. Since the above-defined concept of an even permuta­
tion can be adapted to the mappings with which we deal here-only the 
symbols actually affected need be considered-we obtain in a similar way 
the alternating group of cardinal number m.b 

1 5. We consider an n-dimensional vector space over the field of real 
numbers (or, more generally, over an arbitrary field). The non-degenerate 
linear transformations of this space constitute a group under multiplication, 
which is non-commutative for n > 2; from higher algebra the reader will 
recall that between the non-degenerate linear transformations and the non­
singular square matrices of order n there exists a one-to-one correspondence 
that carries the product of transformations into the product of the corres­
ponding matrices. Our group is therefore isomorphic to the multiplicative 
group of non-singular matrices of order n. We note that each of these 
groups may be mapped homomorphically onto the multiplicative group of 
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real numbers different from zero: We need only associate each matrix with 
its determinant and use the fact that the determinant of a product of matrices 
is equal to the product of the determinants of the factors. 

16. The rigid motions of a three-dimensional euclidean space constitute 
a group. This is also true for those motions that leave a given point fixed, 
that is, the ro·tations about this point. 

17. The rotations of a euclidean space under which a given cube with 
its center at the fixed point is mapped into itself constitute a group. This 
group of the rotations of the cube is finite, since its elements are in one-to-one 
correspondence with certain permutations of the set of vertices of the cube 
and, as is easily verified, it is non-commutative. The groups of rotations 
of other regular polyhedra are defined similarly. 



CHAPTER II 

SUBGROUPS 

§ 5. Subgroups 

A subset H of a group G is called a subgroup of G if it is itself a group 
with respect to the operation defined in G. 

In order to establish that a (non-empty) subset H of a group G is a 
subgroup it is sufficient to verify : 

( 1) that the product of any two elements of H is contained in H ; 
(2) that the inverse of each element of H is also contained in H. For, 

the associative law holds in H because it holds for all elements of G, and 
since H is not empty it follows from properties (2) and ( 1) that the unit 
element of G belongs to H. 

In the case of finite or, more generally, periodic groups the verification of 
property (2) is superfluous. For if an element a of order n belongs to H, 
then H must, by property ( 1), contain all the positive powers of a and 
must therefore contain a"-\ the inverse of a. The example of the additive 
group of integers and the set of positive integers contained therein shows 
that in the general case it is necessary to verify property (2). 

We emphasize that it is not permissible to replace the above definition of 
a subgroup by one which would make any subset of G into a subgroup 
merely because it happens to be a group. Thus, the set of positive rational 
numbers is a group with respect to multiplication and is contained as a 
subset in the additive group of all rational numbers, but it is not a subgroup 
of that additive group. 

The relation "His a subgroup of G" is transitive: If His a subgroup of G 
and G a subgroup of G, then H is also a subgroup of G. 

The subset of a group G which consists of the single element 1 is obviously 
a subgroup of G. This subgroup is called the unit subgroup or trivial sub­
group of G and is denoted by the symbol E. On the other hand, the group G 
itself is one of its own subgroups. Every subgroup that is distinct from the 
whole group is called a proper subgroup. 

Many of the groups in § 4 are subgroups of other of the groups listed 
there. Thus, the additive group of even numbers is a subgroup of the additive 
group of all integers and the latter, in turn, is a subgroup of the additive 

42 
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group of rational numbers. All these groups and, more generally, all addi­
tive groups of numbers are subgroups of the additive group of complex 
numbers. The multiplicative group of positive rational numbers and the 
group consisting of the numbers 1 and -1 are subgroups of the multi­
plicative group of all non-zero rational numbers. The alternating group of 
degree n is a subgroup of the symmetric group of the same degree. All 
groups of a-transformations of a set M, in particular Examples 14-17 in § 4, 
are subgroups of the group S M of all one-to-one mappings of the set M 
onto itself. 

The first example mentioned above shows that a group may well be iso­
morphic to one of its proper subgroups; an isomorphism between the addi­
tive group of integers and that of even numbers was established in § 4. It is 
clear, however, that no finite group can be isomorphic to one of its proper 
subgroups. 

Under a homomorphic (or, in particular, an isomorphic) mapping q; of a 
group G onto a group G, a subgroup H of G is mapped onto a subset H of G. 
The mapping q; is homomorphic (or, in particular, isomorphic) for H and 
therefore, as was proved in § 3, the set H is a group with respect to the 
operation defined in G, i.e. it is a subgroup of G. We shall say that the 
given homomorphic mapping in G itlduces homomorphic mappings in all 
its subgroups. 

If two groups G and G' are given and if G' is isomorphic to a subgroup H 
of G, then we shall say that the group G' can be mapped isomorphically 
into the group G or that G' can be embedded in G. If, in particular, H coin­
cides with G we shall speak of a mapping onto the group G. One must, 
however, take into account here that G' can in general be mapped iso­
morphically onto H in many different ways. Moreover, H need not be the 
only subgroup of G isomorphic to G' : all the subgroups of G that are 
isomorphic toG' are isomorphic to each other, but they are different subsets 
of G and must therefore be distinguished inside G. Every isomorphic map­
ping of G' onto one of the subgroups of G that are isomorphic to G' gives 
only one of the possible ways of embedding G' in G. 

Let us consider, for example, the symmetric group Sn of degree 11. If i is 
one of the permuted symbols 1, 2, ... , 11, then all the permutations of Sn 
that leave the symbol i in place constitute a subgroup of S n that is iso­
morphic to Sn_ 1 • We can say, therefore, that the symmetric group of 
degree n - 1 can be embedded in the symmetric group of degree n ; we see, 
moreover, that the group Sn contains several distinct subgroups isomorphic 
to Sn-1• 

If two groups A and B are given and if each of them is isomorphic to a 
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proper subgroup of the other, then it does not follow that the groups them­
selves are isomorphic, as one might at first think. It only follows that each 
of these groups is isomorphic to one of its proper subgroups, and this is 
not so very surprising ; for if 

A~B'cB 

and if under the given isomorphism of B into A the subgroup B' is mapped 
onto the subgroup A", then A" is isomorphic to A. 

The following theorem shows that the subgroups of the finite symmetric 
groups essentially exhaust all the finite groups. 

THEOREM oF CAYLEY. Every finite group of order n is isomorphic to a 
subgroup of the symmetric group of degree n. 

For let G be a group of order n, and let the elements of G, written in a 
definite order, be 

(1) 

If b is an arbitrary element of G, then all the products alJ = a,, 
( i = 1 , 2, ... , n) are distinct, so that the system 

(2) 

also contains all the elements of G and differs from ( 1) only in the order 
of the elements. We now associate with the element b the permutation 

(
1 2 ... n) 
~1 ~!.)· • • ~n • 

(3) 

To every element of G there corresponds in this way a well-defined permuta­
tion of degree n. Two distinct elements of G give rise to distinct permuta­
tions, since from a1 b = a1 b' it would follow that b = b'. Let us find the 
permutation corresponding to the product be, where c is also an element 
of G. If to c there corresponds the permutation 

(4) 

so that 

then from 
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it follows that to the element b c there corresponds the permutation 

(
1 2 ••. n) 
'r1 Tt • • • 'fn ' 

which is the product of the permutation ( 3) by the permutation ( 4). Thus 
we have proved that G is mapped isomorphically into the group S," The 
subgroup of S,. that corresponds toG obviously has the following properties: 
The order of the subgroup is equal to the number of permuted symbols, 
and each permutation in the subgroup with the exception of the' unit element 
displaces each of the symbols. Such subgroups of the symmetric groups 
are called regular. 

From the theorem of Cayley and the obvious remark that a finite group 
has only a finite number of subgroups it follows that there exist only a 
finite number of non-isomorphic finite groups of a given order n. Therefore, 
the set of all non-isomorphic finite groups is countable, since it is the sum 
of a countable set of finite sets. 

The theorem of Cayley can be extended to infinite groups : Every group 
of cardinal number m is isomorphic to a subgroup of the group S m of all 
one-to-one mappings of the set m onto itself (cf. § 4, Example 13).1 The 
proof remains completely unaltered. We have only to justify the assertion 
that after the multiplication of all group elements on the right by b we 
again obtain all the elements of the group; this, however, follows easily from 
the axiom of the existence of a left quotient. 

The concept of a subgroup is fundamental in the theory of groups. The 
entire content of group theory is more or less linked up with questions about 
the existence,in a group, of subgroups having one or another special property, 
about groups that can be embedded in a given group, about properties that 
characterise the mutual disposition of subgroups in a group, about methods 
of constructing a group from its subgroups, etc. The classification of various 
special types of groups also depends mainly on the concept of a subgroup. 

§ 6. Sy8tem8 of Generaton. Cyclic Group8 

The intersection of two subgroups H and K of a group G cannot be 
empty, since every subgroup of G contains the element 1. The intersection 
is, in fact, a subgroup of G: if D = HnK is the intersection of the sub-

1 That is, the unrestricted symmetric group s •. b 
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groups H and K, and if elements a, b belong to D, then their product and 
their inverses belong to H as well as to K and hence to D. 

If subgroups of a group G are given-not just two, but an arbitrary finite 
or even infinite set-then the product of any two elements of the intersection 
of all these subgroups lies in each of them and therefore in their intersection. 
This holds also for the inverses. Hence the intersection of any set of sub­
groups of a group G is itself a subgroup of G. The intersection of all the 
subgroups of a group G is obviously the unit subgroup E. 

Let M be an arbitrary non-empty subset of a group G (such a subset is 
sometimes called a complex) . The intersection of all the subgroups of G 
that contain all the elements of M -one of these subgroups is, of course, 
the group G itself-is called the subgroup generated by the subset 111 and 
is denoted by the symbol { M}. Clearly it is contained in every subgroup 
of G that contains the whole subset M. 

If the subset M consists of a single element a, then the subgroup {a} 
generated by it is called the cyclic subgroup of a. All the powers of a 
belong, of course, to the subgroup {a} ; but these powers already constitute 
a subgroup, since the product of am and a" is equal to am+n, and the inverse 
of an is a-n ( cf. § 3). Hence it follows that the cyclic subgroup {a} con­
sists of all the powers of a. This shows that the cyclic subgroup {a} is 
countable if a is an element of infinite order and finite if a is of finite order; 
in this case the order of {a} is equal to the order of a. 

A group that coincides with one of its cyclic subgroups, i.e. that consists 
of the powers of one of its elements, is called a cyclic group. An element 
whose powers constitute the given cyclic group is called a generating element 
or generator of the group. Every cyclic group is obviously commutative. 
An example of an infinite cyclic group is the additive group of integers, and 
one of its generators is the number 1 ; an example of a finite cyclic group 
of order n is the multiplicative group of the n-th roots of unity for 
n = 1 , 2, . . . . The following theorem shows that these examples essentially 
exhaust all cyclic groups. 

All infinite cyclic groups are isomorphic; all finite cyclic groups of a given 
order n are isomorphic. 

For, an infinite cyclic group with generator a can be mapped one to one 
onto the additive group of integers if we associate with ak the number k ; 
the isomorphism of this mapping follows from the fact· that in the multi­
plication of powers of a the exponents are added. Similarly, we may obtain 
an isomorphic mapping of each cyclic group of order n onto the group of 
the n-th roots of unity. 
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This theorem allows us to speak in the sequel simply of the infinite cyclic 
group or of the cyclic group of order n. 

Every subgroup of a cyclic group is cyclic. 

For if G = {a} is a cyclic group with generator a, of infinite order or of 
finite order n, and if His a subgroup of G different from E, and if, further, 
the smallest positive power of a in H is ak, then { a" } 5 H. Suppose that H 
contains also an element a1, where l =F 0 and l is not divisible by k. Then 
if ( k, l) = d, d > 0, is the greatest common divisor of k and l, there 
exist integers u and v for which ku + lv = d; therefore H must contain 
the element 

(a")" (a')"= aa; 

but since d < k, this is in contradiction with the choice of the element ak. 
Hence H= {ak}. 

In the infinite cyclic group with generator a we can also choose a- 1 as 
generator ; the cyclic subgroup generated by any other power of a is not the 
whole group. In the cyclic group {a} of order n we can choose the element 
ak, 0 < k < n, as generator if and only if k and n are relatively prime. 

For if (k, n) = 1, then there exist au and a v for which 

ku + nv= 1. 
Hence 

(a")"= at-nv =a. a-nv =a. 

If, on the other hand, we have ( ak) s = a for some k, then the difference of 
the exponents k s - 1 must be divisible by n ( c£. § 3) : 

ks-1 =nq 
so that 

ks-nq= 1, 
and (k, n) = 1. 

If M is now again an arbitrary subset of a group G then, just as in the 
case of cyclic subgroups, it is easy to give a rule by which the elements of 
the subgroup { M } are formed from the elements of M. The subgroup { M } 
must contain the positive and negative powers of all the elements of M, 
and hence also all the possible products of any finite number of these powers 
taken in an arbitrary order. But all the elements of G that. can be repre­
sented, possibly in more than one way, as a product of a finite number of 
powers of the elements of M, obviously form a subgroup of G that contains 
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all the elements of M. Thus we have proved that the subgroup generated 
by a subset M consists of all the group elements that can be written as 
products of a finite number of powers of elements of Af. 

If, in particu\ar, a set of subgroups of a group G is given and if M is the 
set-theoretical union of these subgroups, that is, the set consisting of all the 
elements of G that lie in at least one of the given subgroups, then { M } is the 
smallest subgroup of G that contains all these subgroups. This subgroup 
{ M} is called the subgroup generated by, or join of, the given subgroups 
and is denoted by the symbol { A11 }, « e N, if the given subgroups are A", 
(where a ranges over some index set N) ; in particular, if only two sub­
groups A and B are given, then the subgroup { M} is denoted by the symbol 
{A, B}, etc. From the above remarks we see that the subgroup generated 
by a set of subgroups of G consists of all the elements that can be written 
as products of a finite number of elements from the given subgroups. 

If the subgroup { M } generated in a group G by one of its subsets Jl;f 

coincides with the group G itself, then the subset M is called a system of 
generating elements or simply a system of generators, or a generating set of 
this group. Every group possesses systems of generators-it is sufficient 
to take all the elements of the group, or the set of all elements other than 1.c 
From the above remark on the subgroups generated by a subset it follows 
that a subset M is a system of generators of a group G if and only if every 
element of G can be written in at least one way as a product of a finite 
number of powers of elements of 1l1. 

If 
G={M} 

then we call M an irreducible system of generators if no proper subsystem 
of k! is a system of generators for G. 

Examples : 1. Every cyclic group has a system of generators consisting 
of a single element, namely a generating element of the group. Conversely, 
every group with one generating element is cyclic. Note that in a cyclic 
group one can in general 1 choose irreducible systems of generators which 
consist of more than one element. Thus, for example, the numbers 2 and 3 
form an irreducible system of generators for the additive group of integers. 

2. It was mentioned in § 4 that every permutation of degree n is a 
product of transpositions. It follows that one system of generators of the 
symmetric group of degree n is the set of all transpositions contained in 

1 The exceptions are E and the cyclic groups of prime-power order; see§ 17. [Trans.] 
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that group. The symmetric group of degree n can also be generated by 
two elements : 

For, 

a= (12), 

b=(12 ... n). 

b-kabk=(k + 1, k + 2), k < n-2. 

If, now, i < i-1, then 

u, 1 -1) .. . (i+ 2, l + 1)(l, i+ 1)(l + 1, l + 2) ... (/-1, /) = (lf), 

so that the subgroup {a, b} contains all the transpositions and is therefore 
the whole symmetric group. 

3. The numbers 
' 1 1 1 1 

1 ' 2 ' 6 ' 24 ' • • • ' 1if , 

form a system of generators for the additive group of rational numbers R. 
It is easy to see that every infinite subset of this set is also a system of 
generators for R. Moreover, we can show that the additive group of 
rational numbers R has no irreducible system of generators. For let 111 be 
any system of generators of R and let a be an arbitrary element of M. We 
denote by H the subgroup generated by the set M' consisting of all elements 
of M except a; the set M' cannot be empty, since otherwise all the rational 
numbers would be multiples of a, which is not true. If b is an arbitrary 
element of M', then it follows from the properties of rational numbers that 
there exists an integer k, different from zero, for which ka is a multiple 
of band hence is contained in H. The number (1/k)a, which belongs toR, 
must be expressible as a sum of a finite number of rational numbers which 
are multiples of numbers from M, that is~ 

(1/k)a= sa+ h, 

where sis an integer, possibly zero, and h is an element of H. Hence 

a=s(ka) + kh, 

so that a is contained in H and hence H = R. The set M' is, therefore, a 
system of generators for R. 

4. The multiplicative group of positive rational numbers has an irreduc­
ible system of generators consisting of all the prime numbers. 
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If a group G has a system of generators consisting of a finite number of 
elements, then G is called a group with a finite number of generators or a 
finitely generated group. All finite and all cyclic groups are obviously of 
this type. The example of ~he infinite cyclic group shows that the finiteness 
of the group does not follow from the finiteness of the number of generators. 

Every system of generators of a finitely generated group contains a finite 
subsystem which is an irreducible system of generators of the group. 

Since a finite system of generators can always be made irreducible by the 
omission of superfluous elements we need only show that under our assump­
tions every infinite system of generators contains a finite subset which is 
also a system of generators for the group in question. Let G be a group 
with generators a1 , ~, ..• , an 

and let M be any other system of generators of G. Every element a" 
i = 1, 2, ... , n, can be written in the form of a product of powers of a 
finite number of elements of M. If for each i, i = 1 , 2, ... , n, we choose 
one of these representations and collect all the elements of M that occur in 
these representations, we obtain a finite subset M' of M for which the 
subgroup { M'} contains all the elements a1 , a2 , ••• , a,. and therefore 
coincides with G. 

Note that distinct irreducible systems of generators of a finitely gener­
ated group may, in general, contain different numbers of elements ( cf. 
Example 1). 

Every homomorphic image of a finitely generated group is itself finitely 
generated. 

Indeed, if 

and if the homomorphism q; maps G onto G, then the elements 

(1) 

generate G. For if a is an arbitrary element of G and a is one of its originals 
in G, then a can be expressed in terms of powers of the elements ( 1 ) in the 
same way as a is expressed in terms of powers of a1, ~, ... , a"".:._ Some of 
the elements ( 1) may, of course, coincide, so that we obtain for G a system 
of generators with repetitions. These repetitions could be excluded. How­
ever, we shall continue to admit such systems of generators. 
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Every infinite group with a finite number of generators is cou-ntable. 

For if a11 tl2, .• , an are the generators of G, then every element of G can 
be written in the form of a product 

(in general, in several different ways) ; each ik is one of the numbers 
1, 2, ... , n and we may have ik = il for k =F l. Let us define the length of 
this product to be the sum of the absolute values of the exponents : 

It is easy to see that for a given length h there exist only a finite number of 
products of powers of the generators a1 , ~, ••• , an. The set of all power 
products of these elements being, therefore, the sum of a countable set of 
finite sets, is countable, so that G cannot be more than countable. 

Examples 3 and 4 of the present section show that there exist countable 
groups that have no finite system of generators. Finitely generated groups 
are therefore a class of groups intermediate between the classes of finite 
and countable groups. 

Every subgroup of a finitely generated group is, of course, at most count­
able. In Chapter IX, however, we shall encounter examples of finitely 
generated groups in which certain subgroups do not have finite systems of 
generators. Finitely generated groups will be studied in greater detail in 
Chapter X. 

We rem:trk that we can prove in the same manner as above that if a 
group G has an infinite system of generators (without repetitions) of 
cardinal number m, then the group has the cardinal number m. 

§ 7. Ascending sequences of groups 

Let 

be subgroups of a group G which fonn an ascending sequence : every sub­
group A,. is contained in An+l' An c An+l' n = 1, 2, · · ·. We show that 
the set-theoretical union B of th~s ascending sequence of subgroups is itself 
a subgroup of G and is therefore the group generated by the A,.: Each ele­
ment b of the set B lies in some subgroup A,. (and so in all Ak with ll > n) ; 
then b-1 lies in A,. also and hence in B; and if two elements bt and b2 of B 
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are chosen, lying in An and Ak respectively, where k > n say, then both 
b1 and b2 lie in Ak, and their product b1 b2 also lies in Ak and hence in B. 
Thus we have shown that the set B is a subgroup of G. 

Instead of a countable sequence of subgroups whose ordering is of the 
type of the natural numbers, we could have taken an arbitrary set of sub­
groups with the property that for any two subgroups Aa. and AIJ of thi~ 
set one is contained in the other.d The set-theoretical union of these sub­
groups is itself a subgroup of G ; this is proved by a literal repetition of the 
argument given above. 

In the sequel we shall frequently have occasion to use the following 

THEOREM. If in a group G a subset Manda subgroup A are given, whose 
intersection is a subset D, then G has at least one subgroup that contains A, 
has the intersection D with M, and is not contai·ned in a11y larger subgroup 
with these two properties. 

For let the elements of G be well-ordered: 

We put A 0 = A . Suppose now that for all ~ < a we have already chosen 
subgroups AIJ of G which form an ascending sequence and all of which have 
the intersection D with M. If B a. is the union of the ascending sequence of 
subgroups A~, ~ < IX, then we choose as Aa. the subgroup { B .. , a .. } if the 
intersection_of this subgroup with M is D, and the subgroup Ba. otherwise. 
The union A of the ascending sequence of all the subgroups A a. is the required 
subgroup : the intersection of A with M is obviously D; but if an element a1 
lies outside A, then the intersection of {A, a1} ·with M is different from D, 
since we already have { B1, ~ } n M # D. 

It follows, in particular, that if G has a subgroup which has an empty 
intersection with the subset M, then among all such subgroups there is at 
least one that is maximal. 

It can happen that the set-theoretical union of an ascending sequence 
of subgroups 

of a group G coincides with G itself. Let us give a few examples of this. 

1. The additive group of rational numbers R is the union of the following 
ascending sequence of cyclic subgroups: 

{ 1 } c: { ~ } c: { ! } c: • . . c { !, } c ... 
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2. Let G be the multiplicative group of positive rational numbers and let 

be all the prime numbers in ascending order. If 

A,.= f P1' P2' • • ·, Pn } 

-this is the collection of all rational numbers for which the numerator and 
denominator in reduced form contain only prime numbers from the system 
h, P2, ... , Pn-then the group G is the union of the ascending sequence 
of subgroups An, n = 1, 2, · · ·. 

3. Let Sw be the restricted symmetric group on a countable set of symbols 
xlJ x 2 , ••• (see § 4, Example 14). The subgroups Sn of this group con­
sisting of those mappings that leave each of the symbols 

unchanged is obviously isomorphic to the symmetric group of degree n, 
and the ~roup S- is the union of the subgroups S n, n = 1 , 2, 3 , .... 

On the other hand, the following theorem holds : 

A finitely generated group cannot be the union of an ascending sequence 
of proper subgroups. 

Suppose the group G has a finite system of generators 

and is the union of an ascending sequence of proper subgroups 

Each element ~' i = 1, 2, ... , n, belongs, as indeed every element of G 
does, to some subgroup H~e and so belongs to all the subgroups H,., with 
k > k,. If 

4 

l =max (kt, k2, ... , k,l), 

then the subgroup H 1 contains a1, ~' ... , a11 and cannot therefore be a 
proper subgroup of G. 

This proof carries over to the case when we have in a finitely generated 
group an arbitrarily ordered ascending sequence of proper subgroups. 

The union of an ascending sequence of countable subgroups and, in 
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particular, of finitely generated subgroups is clearly countable. Conversely, 
every countable group is the union of an ascending sequence of finitely 
generated subgroups. 

For let the elements of a countable group G be numbered in an arbitrary 
way 

The subgroups 

are finitely generated. Each is contained in all the succeeding ones (though 
H n = H n-+ 1 is possible) and the group G is the union of this ascending 
sequence of subgroups. 

We now proceed to explain a construction that allows us to speak of an 
ascending sequence of given groups which are not a priori subgroups of a 
containing group. 

Suppose we have the groups 

(1) 

and have for each n an isomorphic mapping q;,._ of the group Gn into 
Gn+l (i.e. onto a subgroup of Gfl+1). 

(2) 

The groups ( 1) and the isomorphisms (2) enable us to construct a well­
defined group G in the following way. 

We define a thread to be any sequence of elements 

(3) 

with the following properties : 

1) k > 1, 

2) gn£Gn, 

3) if k > 1, then g,. is not the image of any element of Gk-1 under the 
isomorphism (/Jk-1, 

4) gn+l is the image of g,. under (/Jn 

If two threads are given 
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1 I I I 
"{ = gJc, gk+lt ••• , g ,., ••• ' 

" II II II 1' = g, , K&+t, ••• , g,., ... , 

and if k ¥= l, then the sequence of elements 
I tl I • I tl 

g.g,., Km+1Km+1, • • •, g,.g,., • • ·, (4) 

where m = max ( k, l), is itself a thread. For 
1• I II I II 

(g,g,.)~,. = Cn'fn • Kn~n = Kn+tCn+1t 

and the element gm' gm" is not the image of any element under the iso­
morphism (/Jm-lJ since one of the factors is such an image and the other 
is not. We shall call the thread ( 4) the product of the given threads and 
denote it by y' y". If k = l, then the element gm' gm" may have an original 
in Gm-1 under the isomorphism (/Jm- 1 . In that case we can make the 
sequence ( 4) into a thread by adding suitable elements at the beginning ; 
moreover, this completion is uniquely determined. The thread so obtained 
will be called the product y' y". 

That the multiplication of threads just defined is associative follows from 
the associativity of the operations in the groups Gn. The unit element is 
the thread that consists of the unit elements of all the groups Gn. The 
inverse thread of ( 3) ts 

-1 -1 -1 
K~c , K~c+t, • • ·, g, , · · · . 

The set of all threads is, therefore, a group with respect to multiplication. 
We denote this group by G ; it is called the (direct) limit group for the 
sequence (1) with the isomorphisms (2). We can also say that the groups 
(1) form an ascending sequence in virtue of the isomorphisms (2) and 
that G is the union of this ascending sequence. For, let us collect all 
the threads that contain an element of G,, in other words, that begin 
in the groups Gk with k < s. These threads constitute a subgroup G, of G 
which is isomorphic to G,. The subgroups 

(5) 

are embedded in one another in the same way as the groups ( 1) by the 
isomorphisms (2) ; the set-theoretical union of the ascending sequence of 
subgroups ( 5) is the whole group G. e · 
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The group G is uniquely defined by the groups ( 1) and the isot11orphisms 
(2). We cannot restrict ourselves to the given groups (1) only. For, the 
additive group of rational numbers R is the union of a countable ascending 
sequence of infinite cyclic groups (see above, Example 1). But so is the 
additive group of dyadic fractions R2 , since it is the sum of an ascending 
sequence of proper subgroups 

{ 1} c:{ ~ }c:{! }c: ... c:{2~ }c: .... 
The groups R and R 2 are not isomorphic since, for example, there is no 
element x in R2 that satisfies the equation 

3x= 1, 

while this equation has a solution in R. This shows that the union of an 
ascending sequence of groups depends not only on the groups themselves, 
but also on the manner in which each is embedded in the following. 

The above construction can easily be extended to the case of an arbitrarily 
ordered set of groups of arbitrary cardinal number. We need only assume 
that for each pair of groups of this set, say Ga., GfJ, the first of which precedes 
the second, an isomorphic mapping lf!a.fJ of Ga. into GfJ is defined, and that 
if the isomorphisms Cfa.fJ and lfifJT and hence lf!a.r are defined, then <fJa.r coin­
cides with the result of performing the isomorphisms lf!a.fJ and CffJT in succes­
sion. The details of this construction are left to the reader. 

Let us use our construction to fom1 a group that will be rather important 
in the sequel, especially in the theory of abelian groups. If a prime number p 
is given, then every cyclic group of order pn has a unique cyclic subgroup 
of order pn- 1

• Thus for each n an isomorphic mapping of a cyclic group of 
order pn- 1 into a cyclic group of order pn is defined; we can therefore 
speak of the ascending sequence of cyclic groups of order pn, n = 1, 2, .... 
The union of this sequence is called a group of type p flO •

1 It is easy to verify 
that a group of type p flO is isomorphic to the multiplicative group of roots 
of unity whose degrees are powers of p . 

Since a cyclic group {a} of order pn has, for every k less than n, a unique 
cyclic subgroup of order pk, namely {a1'n-k }, the group P of type p flO also 
has for each k, k = 1 , 2, ... , a unique cyclic subgroup of order pk and 
coincides with the union of the ascending sequence of these suhgroups. Let 
these be the subgroups {a~} , k = 1 , 2, ... ; we also put { ao } = 1 . Now 

1 Sometimes also called a quasi-cyclic group. 
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if U is an arbitrary proper subgroup of P, then it cannot contain all the a~,. 
Let an+ 1 be the :6rst generator that does not lie in U. Then U coincides with 
the cyclic subgroup {an}. For if an element ak, with k > n + 1, were 
contained in U, then U would also contain the cyclic subgroup { ak} and 
hence the element an+l· And if U contained an element b not in {an}, then 
we could find a k, with k > n, for which 

However, we would then have 

{bl ={a"}, 

so that ak would lie in U after all. Thus we have proved that every proper 
subgroup of a group of type p oo is a finite cyclic group of order pn. 

From results of Chap. VII it will follow that the groups of type p oo 

(for all prime numbers p) are the only infinite abelian groups whose proper 
subgroups are all finite. The problem, raised by 0. J. Schmidt, whether 
there exist infinite non-commutative groups with this property, is still open. 



CHAPTER III 

NORMAL SUBGROUPS 

§ 8. Decomposition of a group with respect to a subgroup 

If two subsets M and N are given in a group G, then we define the product 
M N to be the set of all elements of G that are equal to the product of an 
element of M by an element of N.1 If one of the subsets M, N consists of 
a single element a, then we have the definition of the product aN of an 
element by a subset or the product M a of a subset by an element. 

Multiplication of subsets is associative, 

(MN)P=M(NP), 

but not, in general, commutative. If for two subsets M and N the equality 

MN=NM 

holds (that is, if for any two elements a and b, a£M, b£N, there exist 
elements ll and c/' in M, b' and b" inN for which ab = b' a', ba =a/' b") 
then the M and N are called permutable. Special cases are permutability 
of an element and a subgroup, permutability of two subgroups, and so on. 

We remark that if A and B are subgroups of G, then the subset A B 
need not be a subgroup, that is, the product AB is, in general, different 
from the subgroup {A, B} defined in § 6. We can, however, assert that 

AB s; {A, B}. 

The subgroup {A, B} generated by two subgroups A and B of a group G 
coincides with the product A B if and only if A and B are permutable. 

For if 
AB={A,B}, 

then for any a in A and bin B the element ba, which is contained in {A, B}, 

1 An element may be equal to several distinct products of this form ; such an element 
shall not, however, be counted more than once in M N. 

58 
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must be equal to some element a' b', a' £A, b' £B, so that 

BAS AB. 

We now show that the element ab is, in turn, contained in the product B A . 
Making use of the above inclusion we obtain 

(ab)- 1 =b- 1 a- 1 =a"b", a"£A, b"£B; 

and hence ab = b"- 1 a"-t, so that ABs;.B A, and therefore A B = B A. 
Conversely, if A and B are permutable, then every product of three 

elements of the form a1 ba2 or b1 ab2 can obviously be written in the form 
a' b'; in the first case, we need only replace ba'.! by some product a2 ' b' equal 
to it (such a product exists, since A and B are permutable) and then 
put a1 a'2' =a'; in the second case, we replace b1 a by a' b1' and then put 
b/ b2 = b'. Now if it has already been proved that every product of 11 

factors, n > 3, taken alternately from A and B, is contained in A B, and if 
a product of the same kind but with n + 1 factors is given, then we replace 
the product of the first n factors by a product a' b', equal to it, and again 
arrive at the case of three factors. It follows that every element of the 
subgroup {A, B } is contained in the subset A B. 

Subgroups of an abelian group are, of course, always permutable. So are 
subgroups A and B of any (finite or infinite) symmetric group provided 
that every symbol displaced by one of the subgroups A, B remains unaltered 
under all the pem1utations of the other group-indeed, in this case each 
element of A is permutable with every element of B (that is, the subgroups 
are element-wise pem1tttable) . We leave it to the reader to show that in 
the symmetric group of degree 3 the cyclic subgroups generated by the 
permutations 

(123) and (12) 

are permutable, but those generated by 

(12) and (23) 

are not. 
We note for later use that if A is a subgroup of a group G, then 

AA=A. 
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For it is clear that A A!;;A; but the product of A by 1 already yields the 
whole of A. 

The multiplication of subsets of a group has an important application in 
the decompositions of a group with respect to a subgroup; these play a 
fundamental role in the whole theory. 

Let H be a subgroup of a group G. If a is an arbitrary element of G, then 
the product aH is called the left coset of H in G determined by a. Clearly, 
a is contained in the coset aH, since H contains the unit element. 

If b is an arbitrary element of a H, then the left cosets aH and b H coin­
cide, that is, every left coset is determined by any of its elements. For if 
b = aho, h0 £H, then 

bh'=a(hoh') and ah"=b(h0 - 1 h"), h', h"£H. 

We shall also say that an arbitrary element of a left coset is a representati'l'e 
of that coset. 

It follows that any two left cosets of H in G a.re eitlzcr.equal or disjoint, 
that is, their intersection is empty. We see that the whole group G is divided 
into disjoint cosets with respect to a subgroup H. This is called the left 
decomposition of G with respect to H. One of the cosets of this decomposition 
isH itself: if the element a is contained in H, then aH =H. 

Note that two elements a and b lie in the same coset of H in G if and 
only if a- 1 b is contained in H. 

The concept of a left coset is illustrated by the following 

Examples. 1. If G is the additive group of integers and H the subgroup 
of numbers divisible by 4, then two numbers a and b lie in the same .left 
coset of H in G if and only if they leave the same remainder on division by 4. 
Thus the left decomposition of G with respect to H consists of four cosets : 
H itself and the sets of numbers which on division by 4 give the remainders 
1 , 2, and 3, respective! y. 

2. If G is the symmetric group of degree 3 and H = { (12) }, then the left 
decomposition of G with respect to H consists of three cosets ; the subgroup 
H itself, consisting of the elements 1 and ( 12), the coset ( 13) • H, con­
sisting of the elements ( 13) and ( 13 2), and the coset (2 3) • H, consisting 
of the elements (23) and (123). 

3. If G is the group of non-singular. matrices of degree 11 with real elements, 
and H the subgroup of matrices with determinant 1, then we obtain the left 
decomposition of G with respect to H if we collect into one coset all the 
matrices whose determinants are equal. 
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If in an arbitrary group G we take G itself as the subgroup H, then the 
decomposition consists of a single coset, and if H is the unit subgroup E, 
then every element of the group constitutes a separate coset. 

We could have obtained, instead of the left decomposition, the right 
decomposition of a group G with respect to a subgroup H by calling every 
subset Ha, aE G a right coset of H in G. Everything that has been proved 
above for left cosets carries over to right cosets. In particular, one of the 
right cosets is H itself. Two elements a and b lie in the same right coset 
with respect to H if and only if ba- 1 EH. 

In the case of abelian groups it is, of course, unnecessary to distinguish 
between the left and right decompositions, but in the non-commutative case 
these decompositions may tum out to be distinct. For example, the right 
decomposition of the symmetric group of degree 3 with respect to the sub­
group H = { ( 12)} differs from the left decomposition given in Example 2 
above, and consists of the following three cosets : H itself, the coset H • ( 13), 
containing the elements (13) and (123), and the coset H • (23), con­
sisting of the elements ( 2 3) and ( 13 2) . We can assert, however, that 
the two decompositions of a group G with respect to an arbitrary subgroup H 
consist of the same number of cosets (in the infinite case this means that the 
sets of left and right cosets with respect to a given subgroup have the same 
cardinal number). For, the set of inverses of the elements of the left coset 
aH is the right coset H a- 1 

(aH)- 1 =Ha- 1 ; 

thus there is a one-to-one correspondence between the left and right cosets. 
The number of cosets in either decomposition of a group G with respect 

to a subgroup H (in the infinite case, the cardinal number of the sets o£ 
these cosets) is called the index of H in G. If the number of cosets is finite, 
then His called a subgroup of finite index. 

All the subgroups of a group all have finite index if and only if the group 
itself is finite ; for the index of the unit subgroup of an arbitrary group is 
the cardinal number of the group. All subgroups other than the unit sub­
group of the infinite cyclic group are subgroups of finite index, and the group 
has for every natural number n one and only one subgroup of index n; the 
proof of this statement follows from the theorem on subgroups of cyclic 
groups proved in § 6. 

On the other hand, there exist groups in which all the proper subgroups 
are of infinite index. An example is the additive group of rational numbers R . 
For if H is a proper subgroup of R, then we can find an element a not in H 
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which is such that pais contained in H, where p is a prime number. The 
numbers 

1 1 1 
a, P a, p2 a, ... , pn a, ... 

all lie outside H and belong to different cosets of H in R . For if 

1 1 -a=-aJ._h hE H, n> k, pn p'k 1 ' 

then 
a= pn-'k a+ p"h; 

that is, a is itself contained in H, contrary to our assumption. 

THEOREM OF PoiNCARE. The intersection of a finite number of subgroups 
of finite index has itself finite index. 

It is obviously sufficient to prove the theorem for the case of two sub­
groups. Let Hand K be subgroups of finite index in a group G and let D 
be their intersection. Two elements a and b lie in the same left coset of D 
if and only if a- 1 b£D, so that a- 1 b£H and a- 1 b£K. We therefore obtain 
all the left cosets of D in G if we take all non-empty intersections of the left 
cosets of H with the left cosets of K. Since the indices of H and K are 
finite, the number of these intersections, and hence the index of D in G, is 
finite. We see, moreover, that the index of D in G is not greater than the 
product of the indices of H and K. 

In the case of finite groups the concept of the decomposition of a group 
with respect to a subgroup leads to the following important theorem : 

THEOREM oF LAGRANGE. The order and the index of a subgroup of a 
finite group are divisors of the order of the group. 

For if a finite group G is of order n and if H is a subgroup of order h and 
index j, then each left coset of G with respect to H consists of h elements, 
and therefore · 

n=hj. 

Since the order of an element is equal to the order of its cyclic subgroup, 
it follows from the theorem of Lagrange that the order of each element of a 
finite group is a divisor of the order of the group. 

It also follows from the theorem of Lagrange that every group whose 
order is a prime number is cyclic. For the group must be the cyclic subgroup 
generated by any of its elements other than 1. 
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The Theorem of Lagrange is a special case of the following theorem, which 
refers to arbitrary groups : 

If Hand K are subgroups of a group G, of finite index j and n respectively, 
and if K is contained in H, then the index h of K in H is also finite and 

n=hj. 

For if two elements lie in the same left coset of K in G, then a fortiori 
they lie in the same left coset of H. Every left coset of H in G therefore splits 
into several complete left cosets of K in G. From this it already follows 
that the index of K in H is finite. Now if K has h left cosets in H, then 
every coset aH, ae G, also consists of h such cosets ; we obtain them when 
all the left cosets of K occurring in Hare multiplied on the left by a. This 
completes the proof of the theorem. 

If G is a finite group and K . E, then we obtain the theorem of Lagrange. 
In certain group-theoretical problems use is made of the decomposit£on 

of a group with respect to a double module, which is a generalization of the 
decomposition of a group into cosets. Let H and K be arbitrary subgroups 
of a group G. If a is an element of G, then the product H aK obviously 
contains a; we shall call this product the double coset modulo ( H, K) 
generated by a. If b is contained in HaK, so that b=hak, then 
a= h-1 bk- 1

, that is, aeHbK. Finally, it follows from beHaK, c£HbK 
that ceH aK. This shows that G is divided into disjoint double cosets 
modulo (H, K). When K = E~ the decomposition of G thus obtained 
obviously becomes the right decomposition of G with respect to H, and 
when H = E, the left decomposition of G with respect to K. 

Clearly, the double coset H aK contains, with each one of its elements, 
the entire right coset with respect to H generated by that element. We can 
now establish a one-to-one correspondence between the right cosets of H 
which are contained in H aK and the right cosets of the intersection 
D = a- 1Ha n K inK as follows: With the coset H a ko, ko E K we asso­
ciate the coset Dk0 • For if Hak 0 =Hak1 , k1 eK, then kt=a- 1 ha•ko, 
heH and hence a- 1 haeD, so that k1 eDk0 • On the other l).and, if 
k' eK, then D k' corresponds to the coset Hall in H aK. Further, if 
D k' = D k", then there exists an element h f H for which 

k" = a-1 ha • k', 

so that ak" = hak' and hence Hak" =Hall. Therefore if the index of 
the subgroup a-•Ha n KinK is finite, then the number of right cosets of H 
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that are contained in the double coset H aK is also finite, and conversely. 
Moreover these two numbers are equal. 

§ 9. Normal subgroups 

We know from the preceding section that non-commutative groups may 
possess subgroups for which the left and right decompositions differ. But 
in any group the two decompositions with respect to the unit subgroup 
(and those with respect to the group itself) coincide. Example 3 of the 
preceding section presents a less trivial case in which, as can easily be 
verified, the two decompositions coincide. 

A subgroup H of a group G is called a normal (or invariant or self­
conjugate) subgroup if the left and right decompositions of G with respect 
to H coin<;:ide. In other words, H is a normal subgroup of G if for each 
element a of Hits left and right cosets in G coincide: 

aH=Ha. 

This shows that a subgroup H of a group G is normal if and only if it is 
permutable with every element of the group, that is, if for every a in G 
and every h in H we can find elements h' and h" in H for which 

ah = h'a, ha= ah". (1) 

The concept of a normal subgroup can also be defined in many other ways; 
we shall each time use the definition most convenient in the context. We 
have just given two; others will be given later. 

Two elements a and b of a group G are called conjugate in G if we can 
find an element g for which 

We shall also say that b is obtained from a by transformation by g. 
Since the second equation ( 1) can be written in the form 

a- 1 ha= h", 

and since a and h are arbitrary elements of G and H respectively, we 
obtain the following property of normal subgroups : 

If a normal subgroup H of a. group G contains an element h. it also con­
tains all the elements that are conjugate to h in G. 
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This property could be taken as the definition of a normal subgroup ; it is 
often convenient to use it in the following more general form : 

Let G be a group with a system of generators M, and H a subgroup 
generated by a set of elements N. If the process of transforming the elements 
of N by the elements of M and their inverses does not lead outside of H, 
then His a normal subgroup of G. 

For it is easy to verify that 

g-1 (h: 1 h:• ... h:n) g= (g-1hjg)"1 (g- 1h~f"• ... (g- 1hng)un, 

(glg2)-l h(g1g2) = g3 1 (g11hgl) g2. 

However, every element of G has the form 

where g;,EM or g;,- 1 EM (i = 1, 2, ... , 1~), and every element of H has 
the form 

where h,EN (i= 1, 2, ... , n). Therefore we always have g- 1 hg£H, and 
this is what we had to prove. 

The reference to the inverses of the elements of M in this formulation of 
the theorem is, of course, superfluous when all the elements of M are of 
finite order. 

Let U be any subgroup and g an arbitrary element of a group G. Then 
the subset g- 1 U g (which consists, obviously, of all the elements obtained 
from the elements of U by transforming them with g) is itself a subgroup. 
For if u1 and u2 belong to U, then 

and 
(g-Iulg) (g-tusC) = g-1 (utuJg 

{g-lulg)-t = g-lu1tg. 

(2) 

The subgroup g-1 U g is said to be conjugate to U in G. We shall also say 
that it is obtained from U by transformation by g. Since 

implies that u1 = u2 , we see from (2) that the mapping 

u~ g- 1 ug, uEU 

is an isomorphic mapping of U onto g- 1 U g. 
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From what we have proved above about the conjugates of the elements 
of a normal subgroup it follows that all the subgroups of a group G that are 
conjugate to a normal subgroup H of G must be entirely contained in H. 
In fact, we can assert a little more. If the subgrpup g-1 H g is a proper 
subgroup of the normal subgroup H, that is, if H contains an element h0 not 
contained in g-1 H g, then g h0 g- 1 is conjugate to h0 but is not in H; and 
this is a contradiction. On the other hand, since every subgroup of G that 
coincides with its conjugate subgroups must obviously contain all the 
conjugates of each of its elements, we arrive at the following result: 

The normal subgroups of a group G are precisely those subgroups which 
coincide utith all their conjugates in G. 

We now pass on to some simple consequences of the definition of a 
normal subgroup. 

Every subgroup of index 2 is a normal subgroup, since both decomposi­
tions of the group with respect to this subgroup coincide. Thus, the alter­
nating group of degree n is a normal subgroup of the symmetric group of 
degree n, in which it has index 2. 

The intersection of any set of normal subgroups of a group G is itself a 
normal subgroup. 

For if D is the intersection of the given normal subgroups, then every 
conjugate of an element of D must be contained in all these normal sub­
groups and hence in their intersection. 

This property of normal subgroups allows us, just as in § 6 in the case 
of subgroups, to speak of the normal subgroup of a group G generated 
by a given subset 1V!; it is the intersection of all the normal subgroups 
containing M. 

The normal subgroup genera.ted by any set of normal subgroups of a 
group G coincides with the subgroup genera.ted by this set of subgroups. 

For if normal subgroups H a. are given (a ranging over some index set) 
then every element of the subgroup { H a.} can be written in the form 

where each h, is contained in some Ha;,, i = 1 , 2, ... , k. If ge G, then 

but since 
g-lh,g E H~~,,, i = 1, 2, ... ' k, 

we find that every conjugate of an element of { H a.} is contained in this group. 
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It follows that the union of a.n ascending sequence of normal subgroups 
of a group G is itself a normal subgroup of G. The proof is immediate. 

A normal subgroup, being permutable with every element of the group, 
is a fortiori permutable with every subgroup. Hence it follows, by § 8, that 
the subgroup { H ~ K} generated by a. normal subgroup H and an arbitrary 
subgroup K of a group G coincides with the product H K. In other words, 
every element of {H, K} can be written as a product hi~, where hEH, keK. 
{ H, K} then coincides also with K H. 

If H is a normal subgroup of a group G and if it is contained in a sub­
group F of G, 

Hc.Fc.O, 

then His a normal subgroup of F. For, every element of the form j-1 hf, 
where h.EH, feF, belongs to H. We note, however, that if H is a normal 
subgroup of G, and K a normal subgroup of H, then while K is certainly a 
subgroup of G, it need not be normal in G; that is, the property of being 
a normal subgroup is not tra-nsitive. Later on we shall meet several relevant 
examples of this. 

In an abelian group every subgroup is normal. But there also exist non­
commutative groups in which every subgroup is normal. Such non­
commutative groups are called hamiltonia.n (after \V. R. Hamilton) ; a 
complete description of them can be found in a paper by Baer [2]. It has 
been proved, in particular, that every hamiltonian group contains a subgroup 
isomorphic to the following group Q which is known as the quaternion 
group and is itself hamiltonian. We denote by Q the subgroup of the 
symmetric group of degree 8 that is generated by the permutations 

a=(1234)(5678), b=(1537)(2846). 

The following relations are easily verified : 

Hence we have 

a4 = lf 

b4 = 1, 

a2 =b\ 
aba =b. 

(3) 

(4) 

(5) 

(6) 

bab = a3 (aba)b = a3 b2 = a5 =a, (7) 

a3 b = b2 ab = ba, (8) 

b3 a = a2 ba= ab. 
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Since a2 
• a= a • a2 and b2 

• b = b • b2
, we can represent every product 

of powers of a and b as an alternating product of first powers of these elements, 
possibly multiplied on the left by a3 or b3 

; this can be done by the use of ( 5) 
and by means of re-arrangements (that is, without changing the number of 
factors). However, by using (6), (7), (8), or (9) we can decrease the 
number of factors in every such product until it coincides with one of the 
following eight : 

1, a, b, ab = (1836)(2745), ba = (1638)(2547), 

a1 = b1 = (13) (24) (57) (68), as= (1432) (5876), bB = (1735) (2648); 

and these products are all distinct. Thus Q is a non-commutative group 
of order eight. 

Every subgroup of Q, other than E and Q itself, must be of order 2 or 4. 
Actually, Q has a single subgroup of order 2, namely { a2 } , and three sub­
groups of order 4, namely {a}, { b }, and { ab }. Transforming the generators 
of all these cyclic subgroups by a and by b we can verify by using (3)-(7) 
that all these subgroups are normal in Q .1 

Simple Groups. Every group has two normal subgroups, the group 
itself and the unit subgroup. A group that has no other normal subgroups 
is called simple. Simple groups are in a certain sense the very opposite to 
hamiltonian groups. 

An abelian group is simple if and only if it is cyclic and every element 
other than 1 is a generator. The remark in § 6 on generators of cyclic 
groups allow us, therefore, to state that an abelian group is simple if and 
only if it is cyclic and its order is a prime number. 

There also exist non-commutative simple groups, finite as well as infinite. 
We have, for ·example, the following theorem, which plays an important 
role in Galois theory : 

The alternating group An of degree n for n > 5 is simple. 

First of all, we prove two lemmas . 
LEMMA 1. If n > 3, then A, is generated by the cycles of length 3. 

1 The reader who is familiar with quaternions can verify that the mapping 

a-+i,b-+j 

establishes an isomorphism between the group Q and the multiplicative group of the eight 
quaternions ±1, ±i, ±j, ±k. [Trans.] 
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For, every even permutation is the product of an even number of trans­
positions; but the product of two distinct transpositions is equal either to 
a cycle of length 3 or to the product of two such cycles : if <X, ~, "(, ••• are 
the permuted symbols, then 

(<X~) (<X"() = ( (%~"(), 

(<X~) (To)= (<X~l) (<Xo'f). 

Every cycle of length 3 is obviously an even permutation. 

LEMMA 2. If a normal subgroup of A,, n > 5, contains a cycle of length 3, 
then it is the whole group An. 

Suppose H is a normal subgroup of A, and contains the cycle(<X~l); and 
let (a~1) be any other cycle of length 3 in A,. If the symbols ~ and E are 
different from a, ~.andy, then the permutation of degree n 

( 
•• ,<X .•. ~ ... "( ... o ... e .. ·) 

a= - - -. . . a . . . ~ . . . l . . . 8' . . . e.' • • . 

(which we can make even by transposing, if necessary, the symbols ~' and E' 

in the second row) is such that 

The normal subgroup H therefore contains all the cycles of length 3 in An 
and, by Lemma 1, coincides with A,.1 

We now proceed to the 
Proof of the Theorem: Suppose A, has a normal subgroup H, different 

from E, and suppose that among the elements of H there are some whose 
decomposition into cycles contains one cycle of length at least 4. Let h be 
one of these elements, 

h = ( (%~1a . . . ) . . . , 

where the dots outside the parenthesis represent all the remaining cycles. 
Then H also contains the following element, which is conjugate to h in A,: 

1 Clearly, Lemma 2 holds for n < 5 as well. 
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and hence H contains the element 

Therefore, by Lemma 2, H = An. 
Now suppose that in the decomposition of an element h of H there occur 

only cycles of length 3 and, possibly, 2. We can assume that there are at 
least two cycles of length 3, since otherwise h2 would be simply one cycle of 
length 3 and we could apply Lemma 2 immediately. If 

then H also contains the element 

and therefore also the element 

hh' = ( a.a.' "(~'r') ... , 

which contains a cycle of length 5, and we again have the previous case. 
Suppose, finally, that the decomposition of an element h of H consists 

only of cycles of length 2; obviously there is then an even number of them. 
If h = ( a. 1~ 1) ( a.J12), then H also contains the element 

where y is an arbitrary symbol, different from the symbols that are actually 
affected by h. H must also contain the element 

hh' = (a.l'Y~t), 
and hence H = An. If 

h = (a.1~1)(a.J2)(a.Js) (a.,~J •.. , 

then H also contains the element 

and hence the element 
hh' = (a.la.Jt) (a.JJ.); 

this brings us back to the case considered above. This completes the proof 
of the theorem.1 

1 Some proofs of this theorem, essentially rather similar to the one given in the text, 
begin by choosing an element of H, other than the unit element, that leaves the largest 
possible number of symbols in place. The simplest proof of this kind can be found in a 
paper by Bauer [1]. 
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The assumption n > 5 is essential. True, the alternating group of degree 3 
is a cyclic group of order 3 and is therefore simple ; but the alternating group 
of degree 4 is not simple: it is easy to verify that the permutations ( 12) ( 34), 
(13) (24), and (14 )(23) which are contained in it form, together with 1, 
a normal subgroup V of A,. This group V of order 4, which is also called 
Klein's four-group, is abelian but not cyclic. 

The above theorem shows that there exist infinitely many simple non­
commutative finite groups. But the alternating groups are by no means the 
only ones. In § 61 we shall give some results bearing on the problem of a 
complete classification of all finite simple groups; this problem is still far 
from a complete solution. 

In the proof of the theorem we have nowhere made use of the finiteness 
of the group An. We see, therefore, that the countable alternating group 
and, more generally, the alternating groups of a.ny infinite cardinal number 
(see§ 4, Example 4) are simple. This shows that there exist simple groups 
of any infinite cardinal number. 

§ 10. The connection between normal subgroups, hombmorphisms, 
and factor groups 

It follows from the definition of a normal subgroup that the left cosets 
of a normal subgroup H in a group G are also right cosets and conversely. 
We can therefore speak simply of the cosets of H in G and of the decomposi­
tion of G into cosets with respect to a normal subgroup. 

The decomposition of a group G into cosets of a nonnal subgroup His a 
regular partition (see § 2) of G. 

For let two cosets of a normal subgroup H in G be given. If arbitrary 
representatives a and b are chosen in these cosets, that is, if the cosets can 
be written in the form aH and b H, then the associative law for multi­
plication of subsets and the basic equations H b = b H and H H = H yield 

aH·bH=abHH=abH. 

The converse is also true. 
If a regular partition of a group G is given, then the class that contains 

the unit element is a normal subgroup of G, and all the other classes are 
cosets of this normal subgroup in G. 
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Let A be the class of the given regular partition that contains the element 1. 
If a1 and a2 are two elements of A, then the product a1 a2 must lie in the 
same class as 1 ·1 = 1 (by the definition of a regular partition), and 
therefore 

Furthermore, if a is an element of A, then the product aa- 1 = 1 must lie 
in the same class as l·a- 1 = a- 1

; hence 

We have thus shown that A is a subgroup. If a is now an element of A 
and b an element of G, then the product b-lab must lie in the same class 
as b- 1 -t • b = 1, so that 

The class A is therefore a normal subgroup of G. 
Finally, let B be an arbitrary class of the given regular partition. If b is 

an element of B, then for any element a of A the product b a must lie in the 
same class as b • 1 = b ; that is, the whole coset b A is contained in B. If c is 
any other element of B, then since band c lie in the same class of the regular 
partition, this must also be true for the products b-1 c and b-1 b = 1, so that 

and hence 
CEbA, 

so that 
B=bA. 

This completes the proof. 

These results establish a one-to-one correspondence between the regular 
partitions of a group G and the normal subgroups of G. Thus we may 
abandon the distinction between regular partitions of a group and its decom­
positions into cosets with respect to a normal subgroup. In particular, if A 
is that class of a given regular partition of G which contains the unit element, 
then we shall no longer speak of the factor groups of G with respect to this 
regular partition, but of the factor group of the normal subgroup A. We 
shall denote it by the symbol G /A . 

We leave it to the reader to re-formulate the homomorphism theorem for 
groups (§ 3) correspondingly. This theorem now establishes a close link 
between the normal subgroups of a group and its homomorphic mappings. 
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Indeed this link with the homomorphisms of a group makes the concept of 
a normal subgroup one of the most fundamental in the theory of groups. 
In particular, we have a new definition of a normal subgroup. Let us define 
the kernel of a homomorphic mapping cp of a group G onto a group G' as 
the totality of all elements of G that are mapped by cp onto the unit element 
of G'. From the homomorphism theorem and the results of the present 
section we obtain the following result : 

The normal subgroups of a group G, and they only, are the kernels of the 
homomorphisms of G. 

If a group G is mapped homomorphically onto a group G', and if U is a 
subgroup of G, then it also undergoes a homomorphic mapping, and there­
fore its image under this mapping is a subgroup of G'. Conversely, if U' is 
any subgroup of G', then its complete inverse image U in G, that is, the set 
of all the elements of G that are mapped under cp into the subgroup U', is a 
subgroup of G. For if a and bare elements of U, and 

a cp = dE U', b cp = b' E U', 
then 

(a b) cp = cl b' ; 

and since a' b' E U', ab must lie in U. Further, 

but a' _t E U', and hence a- 1 E U. Our statement is proved. We also note 
that, because U' contains the unit element of G', its complete inverse image 
contains the whole kernel of the homomorphism cp. This correspondence 
between the subgroups of G and G' has a number of important additional 
properties which are incorporated in the following theorem on the corres­
pondence between subgroups under homomorphic mappings; by virtue of 
the homomorphism theorem we can use the terms factor group and natural 
homomorphism of a group onto its factor group in the statement of the 
theorem. 

THEOREM: The relation that assigns to every subgroup of the factor group 
G = G /Hits complete inverse image in Gunder the natural homomorphism 
of G onto G is a one-to-one correspondence between all the subgroups of G 
and those subgroups of G that contain the normal subgroup H. Correspond­
ing subgroups have equal indices in their respective groups. Finally, if onl? 
of the subgroups is normal, then the other one is also normal, and the factor 
groups of G and G 'With respect to these normal subgroups are isomorphic. 
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Proof. If U1 and U2 are distinct subgroups of G, then we can find in one 
of them, say in U11 an element a that does not lie in the other. Under the 
natural homomorphism some elements of G are mapped onto a, and hence 
the complete inverse images of these two subgroups in G cannot coincide. 
On the other hand, let U be an arbitrary subgroup of G containing H, U its 
image in G, and U o the complete inverse image of U in G. It is clear that 
Uc:.U0• However, if a·0 is an element of Uo, then U contains an element a 
which is such that a'() and a lie in the same coset with respect to H, and 
since Hc:.U we have aoEV, so that Uo = U. Thus we have proved that 
the correspondence is one to_one. 

If U (containing H) and U are now arbitrary corresponding subgroups 
of G, and G = G/H, then for a and binG the element a- 1 b lies in U if and 
only if the coset 

belongs to U. This shows that the left cosets of U in G stand in one-to-one 
correspondence with the left cosets of U in G, so that the subgroups U and U 
have equal indices in G and G, respectively. 

If U is now a normal subgroup of G, then the natural homomorphisms of 
G onto G and of G onto G / U carried out in succession give a homomorphic 
mapping of G onto the latter factor group. The kernel of this homomorphism 
consists of those elements of G that are mapped into U under the mapping 
of G onto G, that is, the elements of U. Hence it follows that U is a normal 
subgroup of G and that 

a;u === a;u. 

If, conversely, U is a normal subgroup of G containing H, and U the 
corresponding subgroup of G, then for any u€ U and gE G the element (that 
is, the coset of H) g-la g consists of elements of G belonging to U and is 
therefore contained in U. It follows that U is a normal subgroup of G. This 
completes the proof of the theorem. 

In § 4 we gave a number of examples of homomorphic mappings of groups. 
The reader will easily find the kernels of these homomorphisms and con­
struct the corresponding factor groups. We shall now investigate the factor 
groups of the finite and infinite cyclic groups. 

Let cp be a homomorphic mapping of a cyclic group A = { a} onto a 
group B. If 

aq; = b, 
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then obviously all the elements of B are powers of b, so that B = { b } . 
In other words, all the factor groups of cyclic groups are themselves cyclic 
groups. 

In particular, let A be an infinite cyclic group represented as the additive 
group of integers. We obtain a homomorphic mapping of A onto a cyclic 
group B of order n with generator b if we assign to the integer k the element 
bk as its image. The numbers k and l are mapped onto the same element of 
the cyclic group B if and only if k - l is divisible by n, that is, if in the usual 
terminology k and l are congruent modulo n (in symbols: k == l (mod n)). 
In the additive group of integers there corresponds to this homomorphic 
mapping the decomposition into classes with respect to the subgroup consist­
ing of the multiples of n ; these are the residue classes modulo n.1 Making use 
of the result of § 6 on subgroups of cyclic groups and letting n run through 
all the natural numbers we find that all the cyclic groups a-nd no other groups 
occur as factor groups of the infinite cyclic group (that is, the additive group 
of integers), and factor groups with respect to distinct subgroups of this 
group are not isomorphic.2 

If A = {a} is now a finite cyclic group of order s and if t is a divisor of s, 

s=tq, 

then the subgroup {at} has order q, and therefore its factor group is 
cyclic of order t. Conversely, since the order of a factor group of a finite 
group is equal to the index of the corresponding normal subgroup and 
therefore divides the order of the group, we find that the factor groups of a 
finite cyclic group of order s are the cyclic groups whose order divides s, 
and no others. 

Let us now investigate the factor groups of a group P of type poe. We 
have seen in§ 7 that the proper subgroups of P form an ascending sequence 

where these subgroups are of orders 1, p, p2
, ••• , pn, ... respectively. We 

consider the factor group of {an} in P. It is the union of the ascending 
sequence of factor groups { ak } / {an } , ll = n + 1 , n + 2, ... , which, from 
the above, are cyclic groups of order pk-n. The factor group P/ {an} is 
therefore itself a group of type p.,. We see that a group of type p"" is 
isomorphic to all the factor groups of its proper subgroups. 

1 See § 8, Example 1, for the special case n = 4. 
2 We speak of subgroups rather than normal subgroups because the group is abelian. 
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Let two groups A and B be given. A group G is called an extension of A 
by B if G contains a normal subgroup A', isomorphic to A, whose factor 
group is isomorphic to B, 

Note that the extension G is not uniquely determined by giving the groups 
A and B, as the following examples show. 

Examples. 1. In the cyclic group {a} of order 4, the subgroup { a2
} is 

cyclic of order 2, and its factor group is also cyclic of order 2. If we now 
take the non-cyclic abelian group V of order 4 that is contained in the 
alternating group A 4 (as we have seen in the preceding section), then every 
one of its cyclic subgroups is of order 2. We have, therefore, two non­
isomorphic extensions of a cyclic group of order 2 by another such group. 

2. The cyclic group of order 6 has a unique cyclic subgroup of order 3, 
and its factor group is cyclic of order 2; but S 3 , the symmetric group of 
degree 3, has the normal subgroup A3 which is also a cyclic group of order 3, 
and the factor group Sal A3 is also cyclic of order 2. 

Extensions of groups will be studied in detail in Chap. XII. 

The following theorem plays an important role in the sequel : 

THE IsoMoRPHISM THEOREM. If A and B are subgroups of a group G, 
and A is a normal subgroup of {A, B}, then the intersection A 0 B is a 
normal subgroup of B and 

{A, B}/A ~ Bj(A n B). 

For {A, B} =A B, because A is normal in {A, B}. Every coset of 
A in A B therefore contains elements of B, that is, has a non-empty 
intersection with B. Hence it follows that in the natural homomorphic 
mapping of {A, B } onto the factor group {A, B } I A the subgroup B is 
mapped onto this whole factor group. Therefore, by the homomorphism 
theorem the factor group {A , B } I A is isomorphic to the factor group of B 
with respect to the normal subgroup consisting of all the elements of B that 
are mapped onto the unit element. However, these are precisely the elements 

-of A n B. This concludes the proof. 
The isomorphism theorem contains the following result, which could 

easily be proved independently : 

The intersection of a normal subgroup A and a subgroup B is normal in B. 

We shall use this for the proof of the following theorem : 
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The union of an ascending sequence of simple groups is itself a simple 
group. 

For if a group G is the union of an ascending sequence 

U1c:.U2c:. •. • c:.Unc:. ••• 

of proper subgroups which are simple and if H is a proper normal subgroup 
of G, different from E, then there exists an index k for which the inter­
section H n U" differs from E as well as from U k itself. By the above 
remark this intersection is, however, a normal subgroup of U k ; this contra­
dicts the assumption that U k is simple. f 

The isomorphism theorem is a special case of the following theorem which 
is known as 

ZASSENHAUs' LEMMA [1]: If A, A', B, and B' are subgroups of a 
group G, and if A' is normal in A, B' normal in B, then A' (A n B') is 
normal in A' (An B), and B' (8 n A') is normal in B' (B n A), and the 
corresponding factor groups are isomorphic. 

A' (An B)/A' (An B') ~ B' (8 n A)/B' (B n A'). 

Proof. If we write 

and 
D =(An B') (B n A'). 

then clearly D c:. C. Moreover, since B' is normal in B and since C is a 
subgroup of B, we see that 

cnB'=A nan B' =Ana' 

is a normal subgroup of C. By the symmetry of the assumptions on A 
and B, this also holds for the intersection B n A' and therefore also for D, 
since the product of normal subgroups is itself a normal subgroup. We can 
therefore speak of the factor group of D in C ; we denote it by H, 

H=C/D. 

On the other hand, A' is a n'ormal subgroup of A, so that the product 
A' (An B)= A'C is a subgroup. Every element of this product has the 
form a' c, where a' EA, cEC. Let us associate it with the coset D c (that is, 
with an element of H). If a' c has another representation in the same form 
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a'c =a'c 1 1' 

then 
a~- 1a' = c1c - 1 

£ (A' n C) c: (A' n B) S D, 

and hence 
( 

1-1 1 c 1 = a1 a ) c ED c. 

We obtain a single-valued mapping of the group A' C into the group H, and 
in fact onto the whole group H, since every element cEC is mapped onto 
its coset D c. This mapping is homomorphic: since A' is normal in A' C, 
we have 

The kernel of this homomorphism clearly must contain the subgroup 
A' (A 0 B') ; we know that A f1 B' S D. On the other hand, if an element a' c 
is mapped by this homomorphism into D, then cED, i.e. 

c=uv, where UE(BnA')., VE(AnB'), 

and then 
a' c =(a' u)v = at'VEA' (An B'). 

The kernel of the homomorphism in question is therefore the subgroup 
.A' (A n B'). By the homomorphism theorem this leads to the isomorphism 

A' (An B)/A' (An B') ~H. 

By symmetry we also have the isomorphism 

B' (B n A)/B' (B n A')~ H. 

Every statement in the theorem is now proved. 

The isomorphism theorem arises from Zassenhaus'Lemma when A ~ B, 
B'=E. 

If A and B are subgroups of G, but neither is assumed to be norn1al in 
{A , B } , then the isomorphism theorem can be replaced by a statement 
regarding the indices of A in {A, B } and of A n B in B. In the general 
case we can only assert that the first of these indices is not less than the 
second. For by repeating the arguments that led to the proof of the iso­
morphism theorem we see that every right coset of AOB in B is the inter­
section with B of a right coset of A in {A, B } , but it can happen that some 
right cosets of A in {A, B } have an empty intersection with B. This is 
illustrated by the example of the symmetric group of degree 3, if A and B 
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are chosen as two of the cyclic subgroups of order 2. Bearing in mind the 
result of § 8 to the effect that {A, B } = A B if and only if A and B are 
permutable, we can now prove at once that every coset of {A, B } with 
respect to A has a non-empty intersection with B if and only if A and B 
are permutable. In other words, assuming that the indices are finite, we 
obtain the theorem : 

The indices of A in {A, B} and of An Bin B are equal if and only if A 
and B are permutable. 

§ II. Classes of conjugate elements, and conjugate subgroups 

If M is a subset of a group G, then the set of all elements of G that are 
permutable with Af constitutes a subgroup which is called the normaliser 
of Af in G. For if aM= M a and bM = .\1 b, then 

(ab)M = aMb = Af(ab); 

multiplying both sides of the equation aM = M a on the left and on the 
right by a- 1 we obtain further 

This general definition allows us, in particular, to speak of the normalizer 
of a subgroup or of a single element. From the fact that an element is per­
mutable with itself and a subgroup permutable with each of its elements 
it follows that the normalizer of the element a (of the subgroup A) con­
tains the element a (the sub group A) . The normalizer of a subgroup A is 
obviously the maximal subgroup of G in which A is normal. It follows that 
the normalizer of a subgroup A is the whole group G if and cmly if A is 
normal in G. By contrast, it can happen that a subgroup coincides with 
its own normalizer; this is true, for example, for the cyclic subgroup gen­
erated by the element ( 12) in the symmetric group of degree 3. 

The normalizer of an element a of G is obviously contained in the normal­
izer of the cyclic subgroup {a}, but need not coincide with it. An example 
is the element ( 12 3) in the symmetric group of degree 3. In either case, 
the normalizer of a contains the subgroup {a} as a nom1al subgroup. 

The concept of a normalizer will help to establish some very important 
properties of conjugate elements and conjugate subgroups which form the 
substance of the present section. 
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If an element b of a group G is conjugate to an element a, that is b = 
g-1 a g' then a= g b g-1 

; that is, a is obtained from b by transforming by 
g-1

• Each element a is conjugate to itself, since a= l- 1al. Finally, if 
b = g;1ag1, c == g;1bg2, then 

c = (glg~-la (glg2); 

that is, the property of conjugacy of elements is transitive. It follows that 
the whole group G is partitioned into disjoint sets, the so-called classes of 
conjugate elements. All the elements in one class of conjugates obviously 
have the same order. 

One of the definitions of a normal subgroup given in § 9 can now be 
expressed in the following form: A subgroup of a group G is normal if it 
contains the whole class of conjugates of each of its elements, that is, consists 
of complete classes of conjugate elements of G. We mention that every 
subset of a group that consists of complete classes of conjugate elements is 
called a normal (or invariant) subset of the group. 

We shall now list a few basic properties of classes of conjugate elements. 

The number of conjugates of an element a in a. group G is equal to the 
index of the normalizer N of the element a in G. 

For if b = g-1ag, then for each n of N we have (ng)- 1a (ng) =b. Con­
versely, if g'11ag1 = b, then (gg"!l)- 1a (gg;-1) =a, that is, gg1I c: N, and 
therefore the elements g and g1 lie in the same right coset of N. There exists, 
then, a one-to-one correspondence between the right cosets of N in G and 
the conjugates of a. 

It follows, in particular, that the class of conjugates of an element a in G 
is finite if and only if the normalizer of a is of finite index in G. Since the 
index of a subgroup of a finite group divides the order of the group (Theorem 
of Lagrange, see § 8) it also follows from the above theorem that the nu111ber 
of elements in a class of conjugates of a finite group divides the order of 
the group. 

The following statement is a special case of the theorem proved at the 
beginning of § 9. 

The subgroup generated by some classes of conjugate eleme11ts of a 
group G .or, more generally, by some normal subset is a normal subgroup 
of G. 

Hence it follows easily that the normal subgroup generat~in a group G 
by a subset M is the subgroup generated in G by the subset 1U that consists 
of all the elements conjugate to elements of M. 



§ 11. CONJUGATE SUBGROUPS 81 

The product K1K2 of two classes of conjugate elements K1 and K2 in a 
group G consists of a number of classes of conjugate elements, that is, is a 
normal subset. For if a1 EK1, ~EK2 , then 

that is, every conjugate to an element of the product K 1 K 2 is also contained 
in this product. 

We remark, finally, that if K is a class of conjugate elements of a group G, 
then K-1 (i.e: the totality of the inverses of elements of K) is also a class 
of conjugate elements and that, more generally, the set of s-th powers, for 
any s, of all elements of K is a class of conjugate elements in G. For if 
a2 = g-1a1g, then a;= g-la:g, and from b = g;1a:g1 it follows that 
b = tg1 1a1g1) 8, that is, b is the s-th power of an element conjugate to a1 • 

In every group G the element 1 by itself forms a class of conjugate ele­
ments. A group may also have other elements that singly form classes of 
conjugates; these obviously will be the elements that are permutable with 
all the elements of the group, the so-called central elements (or invariant 
elements) of the group. A central element can also be defined as an ele­
ment whose normalizer coincides with the whole group. 

The set Z of all central elements of a group G is easily seen to be a sub­
group of G. This subgroup, which is called the center of G, is normal in G, 
since every one of its elements forms a separate class of conjugates in G. 
Every subgroup of the center is also normal in G. A group coincides with 
its center if and only if it is abelian. On the other hand, there are groups 
whose center consists of 1 only. Such groups are called groups without 
center, a name that, while not quite accurate, is very convenient. Examples 
are: the symmetric groups S, for n- > 3 and, of course, all the non­
commutative simple groups. 

A well-known theorem in higher algebra states that the center of the 
group of non-singular matrices of order n with elements in a field consists 
of all the scalar matrices of order n, that is, of matrices whose elements 
outside the main diagonal are zero while those in the main diagonal are 
all equal. 

The factor group of a group G with respect to its center need not be a 
group without center. Thus, the center of the quaternion group (see § 9) 
is the cyclic .group of order 2, and its factor group is abelian. We mention, 
however, that the factor group of a non-commutative group with respect to 
its center cannot be cyclic. For if the factor group GJZ were cyclic, 
then we take an element a0 from a coset of Z which generates that 
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cyclic group. The subgroup generated by this element together with the 
elements of Z is the whole group G. But since all the elements mentioned 
are permutable, the group G is commutative. 

Just as we have partitioned a group into classes of conjugate elements, 
so we can divide the set of all subgroups of a group G into disjoint classes 
of conjugate subgroups. 

If K is a class of conjugate elements of a group G, then the set of normal­
izers of the elements of K is a class of conjugate subgroups.1 

For if a and b are elements of K, and N a and N 1l are their normalizers 
in G, then from b=g-1 ag and xENa, that is, xa=ax, it follows that 

b (g-lxg) = g-1 (ax) g = (g-lxg) b, 
that is, 

(1) 

But from a= g b g-1 we obtain in the same way 

1.e. 
(2) 

From ( 1) and (2) it follows that 

Now if any subgroup F is conjugate to Na, 

then F is the normalizer of the element K1 1ag1• This proves the theorem. 
We proceed to establish some basic properties of classes of conjugate 

subgroups. 
The number of distinct subgroups that are conjugate to a subgroup A 

of a group G (that is, the cardinal number of the set of these subgroups) 
is equal to the index of the normalizer N of A in G. For just as in the case 
of conjugate elements, the transformation of A by two distinct elements of 
G leads to the same conjugate subgroup of A if and only if these elements 
lie in the same right coset of N. 

It follows, in particular, that the normalizers of all the subgroups con-

1 The normalizers of two distinct elements of K may, of course, turn out to be equal. 
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jugate to A have the same index in G. Moreover, since for B = g- 1 A g 
the normalizer of B is the subgroup g-1 N g, and since the mapping 
x ~ g-1 x g, xEN, is an isomorphism of N onto g-1 N g in which A is 
mapped onto B, the indices of A inN and of B in g-1 N g are equal. These 
two remarks allow us to state that the indices of A and B in G are equal; 
that is, conjugate subgroups have equal. indices in the whole group. If these 
indices are finite, then no subgroup can contain properly another conjugate 
to it. This may very well occur, however, in the general case: If g- 1Ag 
is distinct from A and contained in A, then g-2 A g2 is a proper subgroup 
of g- 1 A g, g- 3 A g3 a proper subgroup of g- 2 A g2 , and so on. On the other 
hand, A is in that case a proper subgroup of gAg- 1

, the latter a proper 
subgroup of g2 Ag-2

, and so on. 
Consider, for example, the group G of all one-to-one mappings of the set 

of all (positive and negative) integers onto itself. 
In this group we take the set M consisting of the transpositions 

(12), (23), ... , (n, n+1), ... , n>O, 

and we denote by A the subgroup generated by these transpositions. If g is 
now the mapping that carries every integer k into k + 1, that is, in cycle 
notation, 

g=( ... , -k, ... , -2, -1, 0, 1, 2, ... , k, ... ), 
then 

g- 1 (n, n + 1)g=(n + 1, n + 2), 

so that the subgroup A is conjugate in G to a proper subgroup generated 
by all the elements of the set M except ( 12). 

The intersection of all the subgroups in a complete class of conjugate 
subgroups in a group G is a normal subgroup. 

For by transforming all the subgroups of the given conjugate class by an 
element g we also transform this intersection D. However, the transforma­
tion of a class of conjugate subgroups only pennutes these subgroups 
among themselves, that is, for every g of G the subgroup g- 1 D g coincides 
with D, which proves the theorem. Note that the intersection D may, of 
course, turn out to be the unit subgroup E. 

The theorem just proved leads to the following important result: 
If a group G has a subgroup of finite index, then it also has a normal 

subgroup of finite index. 

Proof. If the subgroup H has finite index in G, then as we have shown 
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above, all the subgroups conjugate to H also have finite index. Now if the 
index of H is finite, it follows that the index of its normalizer, and there­
fore the number of conjugates of that subgroup, is also finite. The inter­
section of all these subgroups is, as we have just shown, a normal subgroup 
of G, and moreover has finite index in G, by the theorem of Poincare 
(see § 8). 

We end the present section by introducing a concept very similar to that 
of the normalizer. If M is a subset of a group G, then the set of all elements 
that are permutable with every element of M is a subgroup of G which is 
called the centralizer of M in G. The centralizer of a single element coin­
cides with its normalizer, and-more generally-the centralizer of a subset M 
is contained in the normalizer of M. The centralizer of a subgroup need not, 
of course, contain that subgroup. The centralizer of the set of all elements 
of a group is the center of the group. 

The centralizer of a subset M obviously coincides with the intersection 
of the normalizers of all the elements of M. Hence it follows easily that 
the centralizer of a normal subgroup and, more generally, of a normal subset 
of a group is a normal subgroup. For the normalizers of all the elements of 
a normal subgroup constitute some complete classes of conjugate subgroups/ 
and therefore the intersection of these normalizers must itself be a normal 
subgroup. Applying this fact to an arbitrary subgroup and its normalizer 
we see that the centralizer of every subgroup is a normal subgroup of its 
normalizer. 

1 See the theorem on the connection between classes of conjugate elements and con­
jugate subgroups that has been proved in this section. 



CHAPTER IV 

ENDOMORPHISMS AND AUTOMORPHISMS 
GROUPS WITH OPERATORS 

§ 12. Endomorphisms and automorphisms 

A homomorphic mapping of a group G into itself, that is, onto one of its 
subgroups, is called an endomorphism of G. Among the endomorphisms 
of a group are its automorphisms, that is, the isomorphic mappings onto 
itself. A trivial example of an automorphism is the identity mapping of a 
group onto itself, the so-called identity automorphism, in which every ele­
ment of the group remains in place. The mapping of the additive group of 
the integers onto itself which carries the number n into- n is an example 
of a non-identity automorphism. 

Every group has a null endomorphism which maps each element onto 
the unit element. Among the endomorphisms of a group there may be some 
that map the group onto itself, although they are not automorphisms. This 
will always occur in groups that are isomorphic to one of their proper factor 
groups-the existence of such groups was shown in § 11. Of course, they 
have to be infinite. Every isomorphism between a group and one of its 
proper subgroups is also an endomorphism of the group ; examples of such 
endomorphisms which are not automorphisms can be found in the additive 
group of integers. 

If H is a subgroup of a group G, then an endomorphism of G induces a 
homomorphic mapping in H; if the endomorphism is an automorphism, 
then the induced mapping is isomorphic. It follows that the image of H 
under an endomorphism (and in particular, under an automorphism) x is 
also a subgroup of G, which we shall denote by H x. The image of G itself 
under the endomorphism x is therefore the subgroup G x. 

If a group G is given by a system of generators M = {a~~, } , then every 
endomorphism x of G is completely determined by the images a~~.x of all the 
generators. If, in particular, X is an automorphism of G, then the set of 
images of all the elements of M under the automorphism x is also a set of 
generators for G. 

If an element a is chosen in a group G, then the mapping that carries 
every element x of G into the element a- 1 xa, that is, the transformation 

85 
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of the whole group by a, is an automorphism of G. For a-1 xa= a-1 ya 
implies x = y, i.e. the mapping is one to one. The equation 

x = a-1 (axa-l) a 

shows that every element of G appears in this mapping as the image of some 
element. Finally, from 

a- 1 xa · a-1 ya = a- 1 (xy) a 

it follows that this mapping is isomorphic. Such an automorphism of G is 
called an inner automorphism. All other automorphisms of G are called 
outer automorphisms. The identity automorphism belongs to the inner auto­
morphisms-one can consider it as obtained by the transformation of the 
group by the unit element. In the case of an abelian group, this is the only 
inner automorphism. In the general case, the inner automorphism induced 
by the element a coincides with the identity automorphism if and only if 
a belongs to the center of the group, since the equation 

a-1 xa =X 

for all x in G is equivalent to the permutability of a with all the group 
elements. 

Under an inner automorphism of a group every class of conjugate ele­
ments is mapped onto itself. There exist, however, groups (and even finite 
ones) that have outer automorphisms with the same property (for a simple 
example, see Wall [ 1]). 

The cyclic group of order 2 has only one automorphism, namely the 
identity. This group is, however, the only one having no automorphism 
other than the identity. For, every non-commutative group obviously has 
non-identity inner automorphisms. If the group G is abelian and if its 
elements, except the unit element,are not all of order 2, then the mapping that 
carries every element a of G into its inverse element a- 1 is a non-identity 
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automorphism, since the commutative law implies the equation 

(ab)-1 = a-1 b-1, 

Finally, the existence of non-identity automorphisms in non-cyclic abelian 
groups with elements of order 2 only follows from the complete description 
of the structure of such groups which will be given in § 24. 

Groups of automorphisms 

The endomorphisms of a group G are mappings of the group into itself. 
We can therefore speak of the multiplication of endomorphisms in the sense 
that they are performed in succession : If two endomorphisms 'X and fJ of 
a group G are given, then their product 'X'l'J is that mapping which yields 
for every a in G 

The product of two endomorphisms is itself an endomorphism. For 

(ab) (X'tJ) = [(ab) X1 "l =(ax· bz) "l =tax) '1J • (bx) '1J =a (X"l) • b (X'tJ)· 

The product of two automorphisms is obviously itself an automorphism. 

The associative law for the multiplication of endomorphisms follows from 
results in § 1. The identity automorphism introduced above plays the role 
of the unit element ; but it would be wrong to think that the endomorphisms 
of a group G constitute a group with respect to the multiplication so defined. 
For we cannot define the inverse of every endomorphism, because under a 
homomorphic mapping the original need not be single-valued. The inverse 
mapping exists only for automorphisms, and obviously it is then itself an 
automorphism.g 

We see then that the set ~ of all automorphisms of a group G is itself 
a group. This group of automorphisms of G is a subgroup of the groupS( G) 
of all one-to-one mappings of G onto itself. 
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The inner automorphisms of a group G form a subgroup of the group of all 
automorphisms, since the successive transformation of G by a and b is 
equivalent to the transformation by ab. Moreover, we obtain a homomorphic 
mapping of G onto the group ()' of its inner automorphisms if we associate 
with each element of G the inner automorphism induced by it. As we have 
mentioned above, it is precisely the elements of the center Z of G that are 
mapped onto the unit element of ~', in other words, the group of inner 
automorphisms of a group G is isomorphic to the factor group of its center, 

q>' ~ 0/ z. 

It follows, in particular, that two elements a and b of G induce the same 
inner automorphism if and only if they belong to the same coset of the 
center of G. 

The group of inner automorphisms is normal in the group of all auto­
morphisms. For let cp be an automorphism of a group G and a the inner 
automorphism induced by the element a. Then for every element x of G 
we have 

x (cp-1 11cp) === [a-1 (~-1) a) cp = (a-1) cp • (xcp-1) cp • acp = (acp)-1 x (acp), 

that is, cp-' cxcp is itself an inner automorphism and is induced by the 
element acp. 

The investigation of the group of all automorphisms of a given group G 
is usually very difficult. In most cases the properties of a group do not 
carry over to its group of automorphisms. Thus, the group of automorphisms 
of an abelian group may turn out to be non-commutative-for example, the 
group of automorphisms of the non-cyclic group V of order 4, which we 
met in § 9, is the symmetric group of degree 3. On the other hand, there 
exist non-commutative groups whose groups of autontorphisms are abelian 
(C. Hopkins [ 1]). However, the group of autonzorphisms of a non­
commutative group G cannot be cyclic, since even the group of inner auto­
morphisms, which is isomorphic to the factor group of G with respect to its 
center, cannot be cyclic (see § 11 ) , whereas all subgroups of cyclic groups 
are cyclic (see § 6) . 

We can assert, of course, that the group of a.utomorphisms of a finite 
group of order n is itself finite. It is a subgroup of the symmetric group of 
degree n and its order is therefore a divisor of n! and even of ( n- 1) !, 
since the unit element of the group remains in place under all the auto-
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morphisms of the group. Narrower bounds for the order of the group of 
automorphisms of a finite group may be found in papers by Birkhoff and 
Hall [1] and Lyapin [1]. 

The group of automorphisms of an infinite group may be finite-in the 
infinite cyclic group a generator can only be chosen in two ways, and since 
the property of being a generator of a cyclic group is preserved under 
automorphisms, it turns out that the group of automorphisms of the infinite 
cyclic group is finite and of order 2. But the group of automorphisms 
of the multiplicative group of positive rational numbers has the cardinal 
number of the continuum-any one-to-one mapping of the set of all prime 
numbers onto itself leads to an automorphism of this group. 

The groups of automorphisms of non-isomorphic groups may be iso­
morphic. Thus, we have shown above that the group of automorphisms of 
the infinite cyclic group is cyclic and of order 2 ; but this also holds for the 
group of automorphisms of the cyclic group of order 3, as one can easily 
see. Other examples are the four-group V and the symmetric group 
of degree 3: both have S3 as their groups of automorphisms (see § 13). 
Furthermore, there exist groups that cannot be the groups of automorphisms 
of any group. This is true, for example, of all finite cyclic groups of odd 
order. As we have seen above, they cannot be the group of automorphisms 
of non-commutative groups; but abelian groups, except the cyclic group 
of order 2, must always have automorphisms of order 2, so that their 
groups of automorphisms, if finite, are of even order. 

Among the properties of a group that are preserved in its group of 
automorphisms is the absence of a (non-trivial) center. 

If G is a group without center, then its group of automorphisms ct> also 
has no center. 

For let cp be an automorphism of G other than the identity and let a be 
an element of G for which acp =a' =I= a .. If cp were in the center of ct>. then 
it would be permutable with the inner automorphism induced in G by a, 
that is, for any element g of G we would have 

a-t (gr.p) a= (a- 1 ga) r.p = a'-l (gr.p) a'. 

Since the element g cp ranges over the whole of G as g does, we see that 
the elements a and ct induce the same inner automorphism of G and this 
contradicts the assumption that the center of G is trivial. 
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§ 13. The Holomorph. Complete groups 

The transformation of a group G by one of its elements a carries every 
subgroup H of G into a conjugate subgroup a- 1 H a (see § 9) and therefore 
maps every normal subgroup onto itself. This invariance under all inner 
automorphisms of the group could be used as yet another definition of a 
normal subgroup. The mapping onto itself which the transformation of G 
by an element a induces in a normal subgroup His an automorphism of H, 
but in general is an outer automorphism. In other words, if one group is a 
normal subgroup of another, then every inner automorphism of the larger 
group induces some automorphism in the smaller one. The question arises 
whether it is possible to embed an arbitrary group G as a normal subgroup 
in another group such that all the automorphisms of G are induced by inner 
automorphisms of the larger group. We now proceed to show that the 
answer to this question is in the affirmative. 

In § 5 we have shown that we obtain an isomorphic mapping of G into 
S( G) (the unrestricted symmetric group) if we associate with every 
element a of G the mapping that carries each element .r of G into xa. The 
subgroup G of S( G) onto which G is isomorphically mapped in this way 
can be identified with G itself. We must distinguish, however, between the 
elements of G qua symbols to be permuted and qua elements of S( G); we 
shall therefore denote by a the element of G that corresponds to the element 
a of G. 

The normalizer r of the subgroup G in the group S ( G) is called the 
holomorph of the group G. From the definition of the normalizer it follows 
that r contains G as a normal subgroup. We wish to prove now that all 
the automorphisms of G are induced by inner automorphisms of r. 

We know that ~, the group of automorphisms of G, is a subgroup of 
S (G). We now show that ~ is contained in r, that is, every automorphism 
([J, considered as an element of S (G), is permutable with G. Let a be an 
arbitrary element of G and consider the mapping of G obtained from the 
product r.p-l{ir.p. Under the automorphism cp- 1 an element x of G goes into 
xq;-1 ; the mapping a now carries this element into the product xcp- 1 •a; 
and the automorphism cp yields 

(Xff-1 • a) r.p = (X"f¥-1) ff . ar.p = x. ar.p. 

So we see that the product ,-Jacp coincides with the element liTp of G; 
this shows that the automorphism cp belongs to the holomorph r. 

At the same time we see, by letting a range over all the elements of G, 
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that the transformation of G by the element cp results in that mapping 
of G which coincides with the automorphism cp of G: All the automorphisms 
of G are induced by inner automorphisms of the holomorph r.1 

We shall now find the centralizer Z of GinS( G). Suppose the mapping~ 
belongs to Z, that is, for every a of G 

(1) 

The image of the unit element of G under the mapping t, is an element of G 
which we shall denote by s-1 

Since 

we have in virtue of ( 1) 

for all a of G. 

1 (at:) = (1 • a) c = ar:, 

1 (Ca) = (s-1) a= s-la, 

(2) 

Conversely, for any s of G the mapping~ of G onto itself defined by the 
equation (2) belongs to Z. For it is obviously one-to-one. If b is any 
element of G, then 

that is, 

a (bt:) = (ab) C = s-1 (ab), 

a (Cb) =(at:) b = (s-la) b, 

Hence the elements of Z are of the form (2) for all elements s of G. 
Different mappings ~ correspond here to different elements s; that is, the 
correspondence between the groups G and Z is one to one. It is indeed an 
isomorphism: If ~ and 'YI are elements of Z, s and t the corresponding 
elements of G, i.e. if for all a in G 

aC= s-1a, 
then 

1 This gives us the solution of the problem raised above. The reader who would prefer 
to deal with the original group G rather than with G can replace in the set r the elements 
of G by the corresponding elements of G and re-define the group operation of r in the 
newly obtained set. 
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a (t:'tJ) =(at:) '1J = (s- 1a)'1j = t-1s-1a = (st)-la. 

The subgroup Z is contained in the holomorph r of G and is, in fact, a 
normal subgroup of r ; this follows from the remark at the end of § 11. 
But G is also normal in r. Hence 

{Z,G}=ZG. 

The subgroup Z G of r contains the whole group «V of inner automorphisms 
of G. For, the trivial equation 

(3) 

shows that the transformation of G by s is equal, as an element of S (G), 
to the product of the element of Z corresponding to s by the elements of G. 
It also follows from equation (3) that the subgroup Z is contained in the 
product of the subgroups 4Y and G, so that 

(4) 

The holomorph r coincides with the product of the subgroups ~ and G 
of S(G), 

For let 't be an arbitrary element of r. Since 't is permutable with G, the 
transformation of G by 't induces an automorphism of G which could also 
be obtained, as we have shown above, by the transformation by an ele­
ment cp of~. The element 'tcp- 1 is therefore permutable with every element 
of G; that is, it belongs to Z and so, by ( 4), to «V G. The element 't there­
fore lies in the product (4.>' 0) q> = •a. 

Complete groups. A group G is called complete if it has no center and 
no outer automorphisms. A complete group is therefore isomorphic to its 
group of automorphisms. The following theorem (Holder [2]) provides 
important examples of complete groups. 

The finite symmetric group S, is complete when n > 3 and n =I= 6. 
Proof. It is clear that S, is for n > 3 a group without center. Let us 

consider its automorphisms. We begin with the remark that the elements 
of order 2 in S, are precisely those that decompose into the product of 
disjoint cycles of length 2, i.e. into the product of independent transpositions. 
Let 

2 < 2k< n, 
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be one of these elements ; all the ~, i = 1 , 2, ... , 2k, are distinct. We 
now show that the class of conjugates of a in S, consists of all permutations 
that decompose into a product of k independent transpositions. 

For if 

is any such permutation (all the ~', i = 1, 2, ... , 2 k, are also distinct), 
then b is obtained by transforming a by an arbitrary permutation of the form 

(

(Jl (12 • • • (J!lk ••• ) 

~1~2 ••• ~!lk • • • • 
(5) 

Conversely, any permutation of S, can be written in the form ( 5), and the 
transformation of a by this permutation therefore leads to an element of 
the form b. 

We denote by C" the class of conjugate elem6llts of order 2 that are 
products of k independent transpositions. In particular, the class C1 con­
sists of all the transpositions ( a1 a2 ). 

Every automorphism of a group preserves the orders of the elements 
and maps a class of conjugate elements onto a complete class of conjugate 
elements. Therefore, if cp is an arbitrary automorphism of S,, then it must 
map the class C 1 onto one of the classes C", k > 1 . We shall now show 
that when n =F 6, then the class c1 can be mapped by the automorphism lp 

o-nly onto itself. 
This is obvious for n = 3, because then' the class C 1 contains all the 

elements of order 2 in the group S s • Let n > 4. The class C 1 consists of 

n (n -1) 
2 

(6) 

distinct elements. If now k > 2, then the class C", consisting of all the 
elements of the form 

contains exactly 

n(n-1) ... (n-2k+2)(n-2k+ 1) 

k!2" 
(7) 

elements : The number 2k appears in the denominator because we can 
permute the symbols in each transposition, and the number k ! because we 
can permute the transpositions arbitrarily. If the class c1 is mapped by lp 
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onto the class C7" k > 2, then these classes must consist of the same number 
of elements. Equating the numbers (6) and (7) we obtain the equation 

(n-2)(n-3) ... (n-2k +2)(n-2k+ 1) = kl2"-1
• (8) 

Since n > 2 k, this equation cannot hold for k = 2 and any n. For-k= 3 
it is satisfied when n= 6. But when k > 4, then the left-hand side of (8) 
is always greater than the right-hand side; it is sufficient to verify this for 
n = 2k, which gives the smallest value to the left-hand side. 

We shall assume from now on that n # 6. If a is one of the permuted 
symbols, then there exists a symbol a' which is such that all the transposi­
tions containing a are mapped by cp onto the set of all the transpositions 
containing a'. 

For we have shown above that the image of a transposition under cp is 
itself a transposition. If 

(ex~) fP = (~'~ ''), 
(exT) fP = (T't''}, 

then the symbols ~1, ~", 1', '(' cannot all be distinct, because then the 
product of the transpositions (a~) and (ay) would be the element (a~y) 
of order 3, while the product of their images would be of order 2. 

With any four symbols the following could happen : 

However, the product 

(ex~) fP = ( ex'W), 
{ ex•r) fP = ( ex't'), 
( ex8) fP = (~'l'). 

is then of order 4, while the product of the images 

is of order 2. This shows that the images under cp of all the transpositions 
of the form (a~) for given a contain a common permuted symbol a'. These 
images exhaust all the transpositions containing the symbol a', since other­
wise the inverse automorphism cp-1 would lead to a contradiction to the 
above result. 

The mapping a~ a' is therefore a one-to-one mapping of the set of all 
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permuted symbols onto itself, that is, it is an element of the group S n. We 
denote it by s, so that 

a.'= a.s. 

If (a~) is now an arbitrary transposition, then its image under cp must be 
a transposition that contains both the symbols as and ~ s, so that 

However, on the right-hand side we have the image of the transposition 
(a~) under the transformation by the permutations. Thus we have shown 
that the automorphism cp coincides with the inner automorphism induced 
by the element s; this is true for all transpositions and therefore for all the 
elements of S11 , which are of course products of transpositions. This com­
pletes the proof of the theorem. 

In the group of automorphisms of the symmetric group S6 the outer auto­
morphisms form a single coset of the normal subgroup of inner automorph­
isms, so that the order of the group is 2 • 6 ! = 1440 (see Holder [ 2], p. 343). 

In the paper by Schreier and Ulam [3] it is shown that for any infinite 
set M the unrestricted symmetric group S M is complete. Further examples 
of complete groups can be found in the paper by Golhnd [ 3] in which the 
automorphisms of the holomorph of certain groups are studied. 

The question whether non-isomorphic groups may have isomorphic holo­
morphs is studied by Mills [ 1], [ 2] . 

§ 14. Characteristic and fully invariant subgroups 

Two elements a and b o£ a group G are said to be of equal type if there 
is an automorphism cp of G carrying a into b : 

acp~ b. 

Elements of equal type obviously have the same order. The whole group 
splits into disjoint classes of elements of equal type, each ~f which is a 
normal subset of G. A class of elements of equal type in G is a class of 
conjugate elements in the holomorph of G. This enables us to carry over 
to classes of elements of equal type many of the results that have been 
obtained in § 11 for classes of conjugate elements. 

Subgroups and classes of subgroups of equal t'ype in a group G are defined 
similarly. Subgroups of equal type are clearly isomorphic and moreover 
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have equal indices: If A and B are subgroups and if cp is an automorphism 
for which A cp = B, then for every element g of G the coset A g is mapped 
by cp onto the coset B (gcp). Since gcp is an arbitrary element of G, this 
establishes a one-to-one correspondence between the right cosets of A and 
those of B. Our result also follows easily from the remark that a class of 
subgroups of equal type in G is a class of conjugate subgroups in the holo­
morph of G. 

Just as we singled out normal subgroups as those that coincide with all 
their conjugate subgroups, so we shall now select subgroups that coincide 
with all their subgroups of equal type , i.e. that are mapped onto them"" 
selves under all the automorphisms of the group. Such subgroups are called 
characteristic. They are obviously normal subgroups. 

A characteristic subgroup H of a group G is norntal in any group Gin 
which G is normal. For, every inner automorphism of G induces some 
automorphism in G and therefore maps H onto itself. Conversely, it follows 
immediately from the definition of the holomorph that a subgroup H of a 
group G which is normal in the holomorph of G is a characteristic sub­
group of G. 

The subgroups H of a group G that are mapped into themselves (that 
is, onto themselves or onto a proper subgroup) under all the endomorphisms 
X of G, 

are called fully invariant (or fully characteristic) ; they play the same role 
with respect to endomorphism as characteristic subgroups do with respect to 
automorphisms and normal subgroups with respect to inner automorphisms. 

Every fully invariant subgroup is characteristic. 

For if a subgroup A is fully invariant in G, then it is mapped into itself 
by all the automorphisms of G. But if an automorphism cp maps A onto a 
proper subgroup, then cp- 1 maps this proper subgroup onto a subgroup 
properly containing it, and this contradicts the assumption. 

The property of being characteristic and that of being invariant are 
transitive (in contrast to the property of being normal) : If A is character­
istic (fully invariant) in B, and B in C, then A is characteristic (fully 
invariant) in C. For every automorphism (endomorphism) of the group C 
maps B isomorphically onto itself (homomorphically into itself) and there­
fore maps A onto itself (into itself) . 

Note, however, that if 

Ac::Bc::C 
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and if A is characteristic (fully invariant) in C, then it need not be char­
acteristic (fully invariant) in B. 

The intersection of any set of characteristic (fully invaria.nt) subgroups 
of a group G and the subgroup generated by such a set are themselves 
characteristic (fully invariant) subgroups of G. 

The first of these statements is obvious,. and the second is proved as 
follows : If the subgroups A a. are fully invariant (a runs through some 
index set) and if they generate the subgroup B, then every element b of B 
is of the form 

Now if X is an arbitrary endomorphism of G, then 

but since art.1X. e Acz1, bx€B. If the Aa. are characteristic subgroups and x is 
an automorphism, then we again obtain that Bx c::: B. This cannot be a 
strict inclusion, for then x- 1 would map this proper subgroup onto a sub­
group properly containing it. . 

Every group has two fully invariant, and therefore characteristic, sub­
groups: the group itself and the unit subgroup. Groups that have no other 
characteristic subgroups are called elementary. All simple groups, of course, 
are of this kind. Another example of an elementary group is the four-group 
V of order 4. 

All subgroups of a cyclic group are fully invariant. For if the endo­
morphism X maps the generator a of the cyclic group into ak, ax= ak, then 

so that the cyclic group of the element as is mapped into itself. 

The center of a group is a characteristic subgroup, because if an element 
is permutable with all the group elements then so is its image under an 
automorphism : If 

ax= xa for all xEG, 

then for every automorphism lfJ we have 

but Xlp ranges over the whole of G as x does. 
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It should be noted, however, that the center of a group is not always 
fully invariant. Let us consider, for example, the group G of all non­
singular matrices of order 2 with rational elements. If a is such a matrix, 
then its determinant is a rational number different from zero and can 
therefore be written in the form ( s/ t) • zn<a>, where the numbers s and t are 
odd and n is an integer. Since the determinant of a product of matrices 
is equal to the product of their determinants, we have 

n(ab) = n(a)+ n(b). 

We now define a mapping q; of G into itself by associating with every 
matrix a of G the matrix 

which also belongs to G. The equations 

(
1 n(ab)) (1 n(a)+n(b)) (1 n(a)) (1 n(b)) 

(ab)ff = 0 1 = 0 1 = 0 1 · 0 1 =aff·bff 

show that q; is an endomorphism of G. However, 

so that a matrix belonging to the center of G goes over into one outside 
the center. 

As examples of fully invariant subgroups of an arbitrary group G we 
can take the subgroup generated by the n-th powers of all the group elements 
or the subgroup generated by all elements of finite order. For, the image 
of the n-th power of an element a under any endomorphism is the n-th power 
of the image of a, and every element of finite order is mapped into an element 
of finite order. 
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Commutators. Important examples of fully invariant subgroups arise 
from the following concept, which is also of great interest in its own right : 
If a and b are elements of an arbitrary group G, then the element 

is called the commutator of a and b. The commutator is equal to the unit 
element if and only if a and b are permutable, and in a certain sense it is a 
measure of the non-permutability of these elements, since 

ab = ba • [a, b). 

The following properties of commutators are verified by an immediate 
calculation (a, b, c are arbitrary group elements) : 

[a, b) [b, a]= 1; hence [a, b]-1 = [b, a). (1) 

[a, b-1]=b[b, a)b-1, [a-1, b)=a(b, a)a-1. (2) 

[ab, c)= b-1 [a, c) b [b, c). (3) 

[a, be)= [a, c) eLl [a, b) c. (4) 

We can regard the formation of the commutator as a new operation defined 
in the set of group elements. This operation is not, in general, associative ; 
that is, the equation 

[[a, b), c)= [a, [b, c)] (5) 

does not always hold. In order to give an answer to the question of when 
equation ( 5) is satisfied in a group G, we define the following class of 
groups, which is much wider than that of the abelian groups. 

A group G is said h to be nilpotent of class 2 if the commutator of any 
pair of its elements lies tn the center. 

Nilpotent groups will be studied in Chapter XV. Their fundamental role 
in connection with the operation of forming commutators is made clear by 
the two following theorems (Levi [ 6] ) . 

I. The operation of forming commutators is associative in nilpotent 
groups of class 2, and in them only. 
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Equation ( 5) is always satisfied in a nilpotent. group of class 2, since 
both sides are equal to the unit element. Conversely, let G be a group in 
which equation ( 5) holds for all elements a, b, c. Putting c = b we obtain 

[[a, b,], b) = 1; 
hence by (2) and (1) 

[a, b]-1 =[a, b-1]. (6) 

Since a and b are arbitrary elements, we replace them in (6) by b and 
a- 1 respectively and then apply (1). We obtain 

[a, b]-1 = [a-1, b). (7) 

From equations (6) and (7) it follows, finally, that 

[a, b)= [a-1, b-1]. (8) 

Now we again consider arbitrary elements a, b, c and change the left­
hand and right-hand sides of equation ( 5), applying formulas ( 6), ( 7), 
( 8), and ( 1 ) , where necessary : 

[[a, b), c] =[[a, b]-1, c-1] =[a, b]c (a, b]-1c-1 = (a-1, b-1] c [a-1, b) c-1; 

[a, (b, c))= (a-1, [b, c]-1] = a[b, c) a-1[b, c]-1 =a (c-1, b) a-1 (b, c-1]. 

We equate the results thus obtained and after some simple manipulations 
arrive at the equation 

Hence 

or in view of ( 1 ) , 
[[a, b-1c], b] = 1. 

However, a, b- 1 c, b are arbitrary elements of the group, since a, b, c are. 
We have thus proved that the commutator of any pair of elements of G is 
permutable with all the elements of the group or, in other words, that G 
is nilpotent of class 2. 

II. In nilpotent groups of class 2, and in them only, is the operation of 
forming commutators linked with multiplication by distributive laws, 
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[ab, c] =[a, c] [b, c], (3') 

[a, be]= [a, b][a, c). (4') 

For, the right-hand sides of the equations (3) and (3') are equal to each 
other if and only if 

b-1 [a, c] b =[a, c) 

for arbitrary a, b, c, that is, if the group G is nilpotent of class 2. 

The derived group 

The subgroup G' of a group G generated by the set of commutators of 
every pair of elements of G is called the derived group (or commutator 
group) of G. The derived group is a fully invariant, and therefore a char­
acteristic, subgroup. For, any endomorphism x of G maps the commutator 
a- 1 b-1 ab of two elements a, b into the element 

(a-lb-lab) 1. = (ax)-1 • (!Jx)-1 ax ·lrJ., 

which is also a commutator. 
The significance of the derived group is brought out by the following 

theorem. 

The factor group of the derived group is abelian; conversely, the derived 
group is contained in any normal subgroup whose factor group is abelian. 

For if a and b are arbitrary elements of G, then 

aO' • bO' ==abO'== ba [a, b] Q' = IJaO' = bO' • aO', 

since [a, b] is contained in G'. On the other hand, if the factor group GIN 
is abelian, then the commutator of any pair of elements of G is contained 
in N, that is, 0' c: N. 

By virtue of the connection between normal subgroups and factor groups 
which was established in § 10, we ,deduce from the first part of this theorem 
that every subgroup of a group G that contains the derived group G' of G 
is normal in G. 

The definition of the derived group and the above theorem enable us to 
re-formulate the definition of a nilpotent group of class 2 in two ways : 

A group G is nilpotent of class 2 if and only if its derived group is contained 
in its center. 
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A group G is nilpotent of class 2 if and only if its center has am abelian 
factor group. 

The derived group of a group G coincides withE if and only if the group 
is abelian, that is, if the group coincides with its center. This link between 
the derived group and the center, however, does not hold the other way 
round (as would appear natural at first sight) : if the center of a group is 
the unit subgroup, then it does not follow that the derived group coincides 
with the group itself. For example, the symmetric group S,. with n > 3 
is a group without center; but its derived group is the alternating group An. 
This can be verified immediately for n = 3 and 4; and for n > 5 we 
argue as follows : The factor group S ,,/A~ is cyclic of order 2 and 
hence is abelian. Therefore, by the theorem above, the derived group of Sn 
is contained in A,.. Now since S~ is non-commutative and A,. is simple it 
follows that the derived group coincides with An. Similarly, if the derived 
group is the whole group, it does not follow that the center is the unit sub­
group. As an illustrative example we mention, without going into details, 
the multiplicative group of matrices of order n > 1 with complex elements 
and with determinant + 1 . 

The following remark is an immediate consequence of the definition of 
the derived group: The derived group of a subgroup is alwa.ys contained 
in the derived group of the group. 

Let G' be the derived group of a group G. The derived group G" of G' 
is called the second derived group of G. Continuing further, we obtain a 
descending sequence of subgroups, the so-called derived chain of G. This 
chain can be continued transfinitely if we define the a-th derived group c<a.> 
of a group G as the derived group of G<a.-l) when a is not a limit ordinal 
number and as the intersection of all G <1:1> with {J < a when a is a limit 
ordinal number. There exists, then, an ordinal number 't whose cardinal 
number is not greater than that of the group G itself, for which 

GC1:) = G<t+l), 

so that from this term onward the derived chain becomes stationary. 
Mal'cev [7] has proved that for any given 't there exist groups whose 
derived chain becomes stationary exactly at l'. 

All the su.ccessive derived groups of a group G are fully invariant. 

For a proof we need only use the fact that the property of being fully 
invariant is transitive and is preserved in intersections. 

Let A and B be any two subsets of a group G. We define the commutator-
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group [A, B] of these subsets as the subgroup generated by all commutators 
of the form [a, b], where aeA, beB. Thus, 

G' = [G, G]. 

With the help of this concept we now construct another descending sequence 
of fully invariant subgroups of a group G, namely its lower central chain. 
This is the sequence 

where 
a= a0 ;;;! a1 :l ai :l ... :l a a. :l ... , 

001+1 =[a," a], 

and when a is a limit ordinal number, Ga. is the intersection of all GfJ with 
{J <a. Thus, G1 = [G, G] coincides with the derived group G' of G; 
G2 = [ G1 , G]; that is, G2 is the commutator-group of G' and G ; and so on. 
This chain, too, becomes stationary at an ordinal number a, and for every a 
there exist groups whose lower central chain becomes stationary exactly 
at a. (Mal'cev [7].) 

All the terms of the lower central chain of a group G are fully invaruz.nt. 
Suppose this has already been proved for all GfJ with~ < a. If a is a limit 
ordinal number, then we need only use the fact that the intersection of fully 
invariant subgroups is fully invariant. But if a - 1 exists, then Ga. is 
generated by the commutators of the form [a, g] where a£ G a.-1, g e G. 
However, if q; is an arbitrary endomorphism of G, then 

[a, g) r.p = [ar.p, g<p]; 

that is, Oa.<p s;; a a.. 
The concept of the lower central chain gives us yet another variant of the 

definition of a nilpotent group of class 2 : 

A group G is nilpotent of class 2 if and only if the second term G2 of its 
lower central chain is the unit subgroup. 

For, the equation [ G', G] = E is equivalent to the derived group being 
contained in the center. Various properties of the commutator-group of a 
pair of subgroups and some generalizations of this concept can be found in 
papers by P. Hall [2], Baer [29], and Golovin [3]. 
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§ 15. Group! with operators 

Normal, characteristic, and fully invariant subgroups of a group G play 
similar roles with respect to the group of inner automorphisms, of all auto­
morphisms and, finally, the set of all endomorphisms of G. A natural 
generalization of this would be the selection of an arbitrary set V of endo­
morphisms of G and the study of V -invariant subgroups, that is, subgroups 
that are mapped into themselves under all endomorphisms in V. We shall 
use this method occasionally; but for various applications-in the theory of 
rings, in linear algebra, etc.-of even greater value is a further generalization: 
the study of groups with operators. 

Let G be a group and ~ a set of symbols a, l', . . . . G is called a group 
with operator domain ~, and the symbols of ~ are called operators of G if 
with every symbol a of ~ there is associated a certain endomorphism of G 
so that to each element a of G there corresponds an element aa of G, where 

(ab) o = ao · bo. 

Distinct operators of ~ may be associated with one and the same endo­
morphism, that is, for a =I= l' we may have aa = al' for all a of G. It is this 
fact that makes the study of groups with operators more general than that 
of ordinary groups in which certain sets of endomorphisms have been 
selected for a special role. 

Two groups G and G with one and the same operator domain ~ are called 
operator isomorphic if they are isomorphic and if the isomorphism between 
them can be established in such a way that for any two corresponding 
elements a of G and a of G and all a of ~ the elements aa and aa also 
correspond. 

For the study of groups with operators, only operator-isomorphic groups 
shall be considered identical. Every group in the ordinary sense of the word 
can therefore give rise to several distinct operator groups. At first sight 
this splitting up of the group concept is inconsistent with the uniformity we 
achieved when we singled out the concept of group operation as the proper 
object of our study. We shall see, however, that many important group­
theoretical theorems assert an isomorphism between certain groups (or 
subgroups) and that in the case of operator groups this turns out to be an 
operator isomorphism. It is clear that by formulating and proving these 
theorems for operator groups we achieve a greater generality ; in order to 
obtain the corresponding theorems for groups without operators it then 
suffices to assume that the operator domain is empty. 
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Let G be a group with operator domain ~ and let T~ be the set of endo­
morphisms of G that correspond to the operators of ~ . A VI: -invariant sub­
group of G is called an admissible subgroup of G with respect to the operator 
domain ~. In other words, a subgroup H of G is admissible if for each of its 
elements a it also contains the corresponding elements ao for all o of~' or if 

Ha c. H. 

Thus, each operator of ~ induces an endomorphism in every admissible 
subgroup. Admissible subgroups can therefore be regarded as operator 
groups with the same operator domain. Subgroups that are admissible 
subgroups for every operator domain are precisely the fully invariant sub­
groups, while the center, for example, is not always admissible, as we have 
shown in the preceding section. · 

ExAMPLE 1. If we take as operators of a group all the inner automorph­
isms, then the normal subgroups, and no others, are admissible. If all the 
automorphisms of the group are chosen as its operators, then the admissible 
subgroups are characteristic, and if the operator domain consists of the set 
of all endomorphisms of the group, then only the fully invariant subgroups 
are admissible. 

ExAMPLE 2. Let R be a ring, not necessarily commutative. A subset R' 
of R is called a subring if it is itself a ring with respect to the operations 
that are given in R. The additive group of the subring R' is obviously 
a subgroup of the additive group of R. A subring A of R is called a. left 
ideal in R if it permits multiplication on the left by elements of R, that is, 
if for any a in A and r in R the product ra lies in A. Right ideals and two­
sided ideals are defined similarly. In commutative rings of course one simply 
speaks of ideals. Every ring has two two-sided ideals : the ring itself and 
the zero ideal consisting of the zero only. 

It is easily verified that the additive group of a ring R undergoes an 
endomorphism if all the elements of the ring are multiplied on the right by 
a fixed element a of R. The ring R is therefore an operator domain for 
its additive group and the admissible subgroups are the right ideals. Multi­
plication of all the ring elements on the left by an element a of R also induces 
an endomorphism of the additive group of the ring. The elements of R 
therefore constitute yet another operator domain for its additive group ; 
this time the left ideals are admissible. The union of these two operator 
domains--every ring element must, of course, be taken in two copies-gives 
an operator domain for which the two-sided ideals of the ring are admissible. 
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ExAMPLE 3. Every vector space V over a field F is an abelian operator 
group with the field F as operator domain. For, the condition 

(a+ b)a= aa + ba, 

where a, bE V, aEF, is part of the definition of a vector space. Admissible 
subgroups are the linear subspaces. 

ExAMPLE 4. Every abelian group can be regarded as an operator group 
with the ring of integers as operator domain. The endomorphism corres­
ponding to the integer n is the mapping of the element a into a" (or, in 
additive notation, n a). For in abelian groups the equation 

(ab)" = arabfa. 

always holds. For this set of operators every subgroup is admissible. 
The introduction of operators leads to a selection of the admissible sub­

groups from all subgroups and of the operator isomorphisms from all iso­
morphic mappings of the group in question. If we consider a group G with 
an operator domain ~, and if V1: is the set of endomorphisms of G that 
correspond to the operators of ~, then we can consider the group G in a 
natural manner as a group with operator domain ~ , and from the defini­
tion of admissible subgroups it follows that the same subgroups of G are 
admissible for~ and for Vi:. This remark allows us to assume, if necessary, 
that the set of operators is a subset of the set of all endomorphisms of the 
group. However, only the general definition of an operator domain that we 
have given above enables us to consider every ring as operator domain of its 
additive group (Example 2). For the ring may contain elements, different 
from the zero element, whose product with any ring element is the zero 
element. 

Many of the concepts that we have introduced and some of the theorems 
that we have proved previously for groups without operators can be carried 
over to the case of operator groups. We shall indicate here the concepts and 
results that will be used later ; the details of the proofs are left to the reader. 

Let G be a group with operator domain ~. About the admissible sub­
groups of G we can state the following : 

The intersection of any set of admissible subgroups is itself an admissible 
subgroup. The intersection of all admissible subgroups that contain a given 
subset M of G is called the admissible subgroup generated by Af. If M con-
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sists of a single element a, then we obtain the admissible cyclic subgroup 
or monogenic subgroup of a which differs, in general, from the cyclic sub­
group {a}. The subgroup generated by any set of admissible subgroups and 
the union of an ascending sequence of admissible subgroups are themselves 
admissible subgroups. 

If the admissible subgroup generated by a subset M coincides with the 
whole group G, then M is a system of generators for G for the operator 
domain ~. Note that a group may have a finite system of generators for a 
given operator domain, although as a group in the ordinary sense of 
the word it may not be finitely generated. For example, then-dimensional 
vector space V over a field F has, qua operator group, a system of n gen­
erators-any basis of the space will do-while the group V, for a non­
denumerable field F, is also non-denumerable, so that as a group without 
operators it cannot be finitely generated. 

1£, 

are groups with the same operator domain ~ and if for each n there exists 
an operator-isomorphic mapping (/Jn of Gn into Gn+lo then the (direct) 
limit group G of these groups (see § 7) is also an operator group with the 
operator domain ~ , and the groups G n ( n = 1 , 2, ... ) are operator­
isomorphic to certain admissible subgroups of G. 

A normal subgroup of an operator group which is an admissible subgroup 
of that group is called an admissible normal subgroup. The intersection of 
any set of admissible normal subgroups and the subgroup generated by 
such a set are themselves admissible normal subgroups. A group that has 
no admissible normal subgroups except the group itself and the unit sub­
group is called simple (with respect to the given operator domain). Such 
a group when considered without operators need not, of course, be simple. 

If G and G' are groups with the same operator domain, then in analogy 
to the operator isomorphism we call a homomorphic mapping of G onto G' 
an operator homomorphism if for any a of G and its image a' in G' and for 
every operator o of ~ the image of ao under this homomorphism is a! o. 
The normal subgroup of G that is mapped onto the unit element 1' of G' 
under such a homomorphism is admissible, for as 1' o = 1' for all o of ~,it 
follows that this normal subgroup when it contains an element a also 
contains all the elements ao. 

Conversely, let an operator group G with operator domain ~ be mapped 
homomorphically onto a group G' and let the kernel H of this homomorphism 
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be admissible. Then the operators of ~ can be transferred to G' in the 
following way: If a is an element of G' and a an operator of ~, then we 
take one of the originals a of cJ in G and denote the image of aa by a' a. 
It is easy to see that the element a! a is independent of the choice of a, 
because the normal subgroup is admissible. We obtain, in particular, that 
the factor group of an operator group with respect to an admissible normal 
subgroup is also an operator group with the same operator domain, and 
the natural homomorphic mapping of the gr:oop onto its factor group is an 
operator homomorphism. 

The reader can now prove without any difficulty that every group G' onto 
which a group G can be mapped operator homomorphically is operator 
isomorphic to the factor group of G with respect to some admissible normal 
subgroup; that is, he can prove the homomorphism theorem for operator 
groups. 

If H is an admissible normal subgroup of G, then in the relation that 
exists between subgroups of G containing Hand subgroups of the factor group 
GIH admissible subgroups correspond to admissible subgroups. The proof 
of this statement follows immediately from an application of the above 
method of transferring operators to a factor group. 

The isomorphism theorem also remains valid for operator groups: 
If A and B are admissible subgroups of an operator group G and if A is 

a normal subgroup of {A, B}, then the intersection AnB is an admissible 
normal subgroup of B and the factor groups {A, B } I A and B I (An B) are 
operator isomorphic. 

The proof of this theorem is the same as without operators. The operator 
isomorphism is obtained as a consequence of applying the homomorphism 
theorem for operator groups. 

Zassenhaus' lemma can also be extended to groups with operators. In its 
formulation we must again speak of admissible subgroups and of operator 
isomorphisms. 

An operator endomorphism of a group G with operator domain~ is an 
operator-homomorphic mapping of G onto or into itself. In other word~, 
'X is an operator endomorphism if for every element a of G and every 
operator a of ~ we have 

(ao) x. =(aX) a. (1) 

A special case of the concept of an operator endomorphism is the concept 
of an operator automorphism, that is, an operator-isomorphic mapping of G 
onto itself. 
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An immediate consequence of the definition of an operator endomorphism 
is the following theorem (in which the term permutability must be under­
stood in the sense· that the multiplication of endomorphisms is commutative) : 

An endomorphism 'X of a group G is em operator endomorphism with 
respect to an operator domain ~ if and only if it is permutable with all 
endomorphisms that c.O'rrespond to the operators of l:, that is, with all 
endomorphisms of the set Vt · 

For the proof, we replace the operator a in ( 1) by the endomorphism corres­
ponding to it. As an example, we note that the operator endomorphisms 
of a vector space V over a field F are precisely the linear transformations, 
since the conditions 

(a+b)cp= acp+ bcp, (aa) cp = (acp) cz, 

where a, b€ V, a£F, constitute the definition both of a linear transforma­
tion and of an operator endomorphism. 

All the properties of operator endomorphisms and automorphisms follow 
easily from this theorem. For example, the product of two operator endo­
morphisms is itself an operator endomorphism. So is the null endomorph­
ism. We note, further, that the identity automorphism, being permutable 
with all endomorphisms, is always an operator automorphism ; the same 
applies to the inverse automorphism of an operator automorphism. In con­
junction with the above remarks on the product of operator endomorphisms 
and automorphisms this permits us to speak of the group of operator auto­
morphisms of an operator group. This is a subgroup of the group of all 
automorphisms. 

Finally, we remark that the image of an admissible subgroup of an operator 
group G under an operatO'r endomorphism is an admissible subgroup : If H 
is an admissible subgroup, that is, if for every operator 0' 

Hat.=H, 

then for an operator endomorphi&m 'X we have 

(HiJ a= (Ha) x.r=.Hx., 

so that the subgroup H 'X is admissible. This also follows from the homo­
morphism theorem. 

In particular, the image of the group G 'itself under an operator endo­
morphism is an admissible subgroup. 



CHAPTER V 

SERIES OF SUBGROUPS. DIRECT PRODUCTS. 
DEFINING RELATIONS 

§ 16. Normal series and composition series 

In the theory of groups and its applications certain ordered systems of 
subgroups of a given group play an important role: the subgroups are 
embedded in one another and the systems are subject to various additional 
conditions. In the present section we shall study properties of such ordered 
systems or "series" of subgroups; the results to be obtained here will find 
many applications later. 

A finite system of subgroups of a group G 

(1) 

beginning with G itself and ending with the unit subgroup, is called a normal 
series of G if every subgroup G, is a proper normal subgroup of G,_ 1 , 

i ·= 1, 2, ... , k. In particular, G1 is a normal subgroup of G, G2 is a normal 
subgroup of G1, but not necessarily of G, and so on. 

Every group, of course, has normal series: we need only take, for example, 
the series G=:>E. If His a normal subgroup of G, distinct from G and E, then 

is a normal series. In other words, in every group G there exist normal 
series that pass through a given normal subgroup of G. 

The factor groups 

are called the factors of the normal series ( 1). The number of factors is 
called the length of the series ; the length of the series ( 1), for example, is k. 

A normal series 
(2) 

is called a refinement of the normal series ( 1) if every subgroup G, of ( 1) 
coincides with one of the subgroups Hi, that is, if all the subgroups that 
occur in ( 1) also occur in (2). In particular, every normal series is a 

110 
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refinement of itself. The lengths of the normal series ( 1) and its refine­
ment (2) of course satisfy the inequality k < l. 

Two normal series of a group are called isomorphic if their lengths are 
equal and their factors can be put into one-to-one correspondence in such 
a way that corresponding factors are isomorphic groups. In this definition 
it is not assumed that the correspondence should preserve the order of the 
factors. For example, if we take a cyclic group of order six, G = {a}, a8 = 1, 
then the normal series G => { a2 

} => E and G::> { a8
}:::;:) E are isomorphic­

since their factors are one cyclic group of order two and one of order 
three-although the factors are differently arranged in the two series. 

All the definitions given above carry over to the case of groups with 
operators. In the definition of a normal series we must, of course, speak 
of admissible subgroups and admissible normal subgroups and, in the defini­
tion of isomorphic series, of operator-isomorphic factors. All further devel­
opments of the present section are presented on the understanding that all 
the groups to be studied have a (possibly empty) set of operators. 

The following theorem is fundamental in the theory of normal series :1 

ScHREIER's THEOREM. Any two norm4l series of an arbitrary group have 
isomorphic refinements. 

Proof: Let 
G = Go=>Gt::::>Gz:::> .. . =>G1e = E 
G = Ho::::>Ht:::>H2::::> ... :::>H, = E 

be two normal series of a group G. Put 

G,J = G, • ( G{,-1 n H;) ; 

H,; = H1 • (HJ-tn G,); 

(3) 
(4) 

here G,; and H,J are groups since, for example, G, is a normal subgroup, 
and G,_1 nHJ a subgroup, of G,_1, Fori= 1, 2, ... , k, and j = 1, 2, ... , l, 
we now have 

G,_1 = G,o ::J G,, J-t '::)G,1;z Gn = G,, 
H1-1 = Ho/3 H,_t, /3H,J:l.Hki =Hi. 

By Zassenhaus' lemma (§ 10 and § IS) G,1 is a normal subgroup of G,, 1_ 11 

and H,J a normal subgroup of H,_t, 1, and the corresponding factor groups 
are isomorphic, 

(5) 

1 0. Schreier [5]. The proof in the text is due to Zassenhaus [1]. 
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If we insert in ( 3) all the subgroups G,JJ j = 1, 2, ... , i- 1, between 
G,_1 and G., i = 1, 2, ... k, then we obtain a refinement of (3) which is, 
in general, a normal series with repetitions, because some subgroups G,, 1-1 

and G,1 may be equal. Similarly, we construct a refinement of ( 4) by means 
of the subgroups H,1• These refinements are isomorphic, by ( 5). To 
conclude the proof it now remains to eliminate the repetitions. How­
ever, if G,, 1_ 1 =G,JJ that is, if G,, 1_ifG,i=E, then we have by (5) 
H,_1 , 1 = H,"' and therefore we can eliminate simultaneously all the repe­
titions in these refinements of the series ( 3) and ( 4) without destroying 
the isomorphism. This completes the proof of Schreier's theorem. 

A normal series that has no refinement (without repetitions) other than 
itself is called a composition series. In other words, 

is a composition series of G if every G,, i = 1, 2, ... , k, is a proper maximal 
normal subgroup of G,_1· All the factors of a composition series are obvi­
ously simple groups. Conversely, every normal series whose factors are 
all simple groups cannot be further refined; that is, such a series is a 
composition series. Therefore every normal series that is isomorphic to a 
composition series is itself a composition series. 

The following theorem is an immediate consequence of Schreier's 
theorem: 

JoRDAN-HoLDER THEOREM. If a group G has a composition series, then 
any two composition series of G are isomorphic. 

For, any isomorphic refinement of the given pair of composition series 
must coincide with both these series. 

If a group G has a composition series, then. every normal series of G can 
be refined to some composition series~· its length, therefore, does not exceed 
the length of the composition series of G. 

For the proof it is sufficient to apply Schreier's theorem to the given 
normal series and to one of the composition series of the group. 

For brevity, we shall in the sequel call the common length of the composi­
tion series of a group the composition length and the factors of any com­
position series the composition factors of the group. 

It is by no means true that every group has a composition series. For 
example, every normal series of the infinite cyclic group has proper refine­
ments. For, the last subgroup but one of such a series is itself an infinite 
cyclic group, and therefore additional terms can be inserted between it and 
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the unit subgroup. More generally, an abelian group without operators 
must be finite if it has composition series, since the composition factors of 
such a group can only be cyclic groups of prime order. Every finite group 
has a composition series, of course. So does every simple group G-the 
existence of infinite simple groups has been proved in § 9-the only com­
position series being 0-:::>E. We shall prove below a simple necessary and 
sufficient condition for the existence of a composition series in a group. 
First we require some new definitions. 

We shall say that a subgroup H of a group G is an accessible subgroup 
if it occurs in a normal series of G. In other words, the accessible subgroups 
of a group G are all the normal subgroups of G, all the normal subgroups 
of these, and so on. It is clear that an accessible subgroup of an accessible 
subgroup is itself an accessible subgroup. 

A descending sequence of subgroups of a group G, 

(6) 

is called a descending normal chain of G if every subgroup H n, n = 1, 2, ... 
is a proper normal subgroup of Hn--l· A descending normal chain can be 
either countable, with the order type of the natural numbers, or finite. In 
the latter case we say that the chain breaks off. Every normal series is an 
example of a normal chain that breaks off. The following sequence of sub­
groups of the infinite cyclic group G = {a} serves as an example of an 
infinite descending normal chain i 

An ascending sequence of subgroups of a group G, 

(7) 

is called an ascending normal chain of G if every subgroup Fn, n = 1, 2, ... , 
is a proper normal subgroup of Fn+l and if all the subgroups Fn are acces­
sible in G.1 An ascending normal chain can be either infinite or finite; 
examples of the former can be found in the additive group of rational 
numbers or in a group of type pao (§ 7). 

A group G has a composition series if and only if all ascending and all 
descending normal chains break off. 

1 The last condition is automatically fulfilled in the case of descending normal chains. 
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For let G be a group with a composition series and let k be its composition 
length. If G had an infinite descending normal chain ( 6), then for n > I~ 
the normal series 

consisting of the first n terms of (6) and the unit subgroup, would have a 
length exceeding k. But this contradicts Schreier's theorem. Assume now 
that G has an infinite ascending normal chain ( 7) . Then we take n > k 
and construct any normal series of G containing F,. : 

Such a series exists since F,. is, by assumption, an accessible subgroup. 
But then the series 

is normal and its length is greater than k, which again contradicts 
Schreier's theorem. 

Conversely, let us assume that all ascending and descending normal chains 
of a group G break off. From the fact that the ascending chains break off 
it follows that every accessible subgroup H of G (other than E) must hcwe 
at least one proper maximal normal subgroup. For if every proper normal 
subgroup of H were contained in a larger proper normal subgroup, then 
we would obtain an infinite ascending chain of normal subgroups of H, and 
this would be an ascending normal chain of G. 

We now construct the required composition series of G as follows : We 
take a proper maximal normal subgroup H 1 of G. If 

have been chosen in such a way that each is a proper maximal normal sub­
group of the preceding one, then H,. is obviously accessible in G. If H,. :::;6 E 
we take as H,.+ 1 one of the maximal normal subgroups of H,.. Since a 
descending normal chain breaks off, we must arrive at the unit subgroup E 
after a finite number of steps, that is, we obtain a composition series of G. 
This completes the proof. 

If a group has a composition series, what can we say about its subgroups? 
The example of the countable alternating group (see § 4) shows that a 
group with a composition series may contain a subgroup that has no com-
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position series. For, the group is known to be simple (see § 9) and so has 
a composition series, but its subgroup generated by the permutations 

b.,.=(4n-3, 4n-2)(4n-l, 4n), n=l, 2, ... , 

is infinite and abelian-the latter because all the elements bn are clearly 
permutable-and therefore cannot have a composition series. 

However, every accessible subgroup H of a group G with a composition 
series has itself a composition series. For H occurs in a normal series of G, 
which by assumption can be refined to a composition series. The segment 
of this series between H and the unit subgroup is a composition series for H. 
It also follows that if His a proper accessible subgroup of G, then the com­
position length of H is less than that of G and the composition factors of H 
form part of the system of composition factors of G. Furthermore, if H is a 
normal subgroup of G, then the segment between G and H of a composition 
series containing H leads to a composition series of the factor group G /H. 
Hence it follows that every factor group G jH of a group G with a composi­
tion series has itself a composition series; its composition length is equal to 
the difference between the composition lengths of G and H, and its com­
position factors together with the composition factors of H form the system 
of composition factors of G. 

Certain conclusions about arbitrary subgroups of a group with a com­
position series can be reached from the following theorem, which refers to 
arbitrary groups : 

If a normal series 

(8) 

is given in a group G, then every subgroup F of G has a normal series whose 
factors are isomorphic to subgroups of distinct factors of (8). 

For if F4 = F n 0 4, i = 0, 1, 2, •.. , k, then by applying Zassenhaus' 
lemma to the case A=F, A'=E, B=G,_l, B'=G, we find that 
F, is a normal subgroup of F,_ 1 and that 

But 0 4_ 1 a 0 4F4_ 1 :;:, 0 1, that is, the factor group F4_ 1jF, is isomorphic 
to a subgroup of the factor group 04_ 1fO,. The series 
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after deletion of all repetitions, is therefore the required normal series of F. 
The theorems of Schreier and Jordan-Holder and the deductions from 

them have been obtained for groups with an arbitrary operator domain. 
If all the inner automorphisms are adjoined to the operator domain, then 
only the normal subgroups remain admissible. In this case the concept of 
a composition series turns into that of a principal series : a series of subgroups 

is called a principal series of G if every H.,, i = 1, 2, ... , k, is a maximal 
normal subgroup of G contained in H,_1 as a proper subgroup. The con­
dition for the existence of a composition series that we have proved above 
turns in the present case into the following theorem : 

A group G has a principal series if and only if all its ascending and 
descending chains of normal subgroups break off. 

Such chains will in the sequel be called ascending and descending principal 
chains of G. 

The Jordan-Holder theorem leads in this case to the following theorem: 

If a group has a principal series, then any two of its principal series are 
isomorphic. 

The connection between the composition series of a group and of its 
accessible subgroups does not carry over to the case of principal series. 
For if a group G has a principal series and if we take one that passes through 
a given normal subgroup H, then the segment between H and E need not 
be a principal series of H, since there may exist, in general, normal sub­
groups of H that are not normal in G. 

If the operator domain contains all the automorphisms (or all the endo­
morphisms) of a group G then the concept of a composition series turns 
into that of a characteristic (or a fully invariant) series, that is, a series of 
subgroups of G each of which is a maximal characteristic (fully invariant) 
subgroup of G contained in the preceding group as proper subgroup. 

In this case we obtain from the Jordan-Holder theorem the following 
theorem: 

If a group has a characteristic (fully invariant) series, then any two char­
acteristic (fully invariant) series of the group are isomorphic. 

Further developments of the results of this section will be found in §56. 
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§ 17. Direct Products 

One of the most important concepts in the whole of group theory is that 
of the direct product or (when the group operation is written as addition) 
the direct sum. It is fundamental, in particular, for one bran~h: the theory 
of abelian groups. In the present section we shall define the concept and 
derive some of its simplest properties, while the deeper theory will be treated 
separately in Chapter XI. 

A group G is called the direct product of its subgroups Ht, H 2 , ••• , H, 
if the following three conditions are satisfied : 

1) The subgroups H 1 , H 2 , ••• , H, are normal in G. 

2) G is generated by the subgroups H1, H 2 , ••• , Hn. 

3) The intersection of every H,, i = 1 , 2, ... , n, with the subgroup 
generated by all H1, j =;'= i, is E. 

This definition is equivalent to the following : G is the direct product of 
its subgroups Ht, H2, ... , H, if 

1') the elements of any two subgroups H, and H 1, i =;'= j are permutable, 
2') every element g of G has a unique representation as a product 

where h,eH,, i= 1, 2, ... , n. 

Let us show that the second definition follows from the first. In order 
to prove 1') we take elements a£H" beHiJ i =;'= j. Then by 1) we have 

/' 
a- 1 b'z1 'a£Hb b-1 abeH, so that the commutator a- 1 b-1 ab is contained 
in H4 n HJ, which by 3) is E. For the proof of 2') we note that we can 
write any element g of Gin at least one way as a product g= h1~ ••• h,.; 
this follows from 2) and the condition 1') which we have already established. 
This representation is unique ; for if we had 

I I I 
g= hlh'A ••• h,. = htht ••• n., 

where h1 =;'= h' 1 say, then again from 1') we would obtain 

and this contradicts 3). 
Conversely, the first definition follows from the second. For 2) is part 

of 2'). For the proof of 3) we assume that the intersection of H 1 , say, with 
the subgroup generated by H 2 , ••• , H n contains an element c other than 
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the unit element. This element is contained in H 1 and can also be written 
as a product h2 ... h.,. by 1'); but this contradicts 2'). For the proof of 1) 
we take an element h, of H, and an arbitrary element g of G. By 2') we 
have g= h1h1 ••• h, .•. h.n, and then by 1') 

The task of verifying that a given group G is the direct product of its 
subgroups H 11 H 2 , ••• , Hn is simplified considerably by the remark that 
in the first definition condition 3) can be replaced by the much weaker 
condition 

30 ) The intersection of H,, i = 1 , 2, ... , n, with the subgroup gen­
erated by H1, ••• , H,_1 is E. 

For the proof it is sufficient to show that 1') and 2') can be deduced from 
1), 2), and 3.0 ). From 30 ) we obtain easily that H, n HJ = E, i =I= j so that 
1') follows as before. It remains to prove the uniqueness which is part of 2'). 
If we could find an element g with two distinct representations 

g = h1h2 ... hn = Ji~h~ ... h~, 

where hk =1= h'b while hk+l = h~+l' •.. , h11 = h~, k < n, then we would 
get 

but this contradicts 30 ). 

If a group G is decomposed into the direct product of its subgroups 
H 1, H'J, ... , H,., then we call these subgroups the direct factors of the 
given decomposition and we write 

a= H 1 X H2 X ... X H,.. 

So far we have defined the direct product for a finite number of direct 
factors only; but this concept can also be used for an infinite set of direct 
factors. The basic definition is then the following: A group G is called 
the direct product of a certain set of subgroups .H. (a ranges over a given 
index set) and is written in the form 

O=HH., 
4 

if G is generated by these subgroups and if the subgroup of G that is gen-
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erated by any finite number of subgroups H a is their direct product. From 
this definition we deduce easily that elements of distinct subgroups H a are 
permutable and that every element of G has a unique representation as 
a product of a finite number of elements of some of the subgroups H a 

(unique, that is, apart from the order of the factors). Moreover, it is 
easy to see that every subgroup H a is normal in G : if g is an arbitrary 
element of G, then g = hra/Za.'!t • • • h«k' and since by assumption the 
subgroups Hra

1
, Hra1 , ••• , Hak form a direct product in G, we have 

g- 1H~~.g= H~~.. In the same way we can show that the intersection of any 
subgroup H a with the group generated by all subgroups Hv.r, a.' =I= a, is E. 

Making use of these remarks we could formulate other definitions of the 
direct product of an infinite set of subgroups, definitions that are equivalent 
to the one given above but that do not require a preliminary consideration 
of the case of a finite number of factors. For example, the reader will have 
no difficulty in proving the following parallel to one of the definitions given 
above for the case of a finite number of factors. 

A group G is the direct product of its subgroups H a if and only if 

1. the elements of any two distinct subgroups H a are permutable, and 

2. every element of G has a unique representation (apart from the 
order of the factors) as a product of a finite number of elements 
chosen from the subgroups H a. i 

We now indicate some very simple properties of direct products which 
follow immediately from the definition. 

I. If 

(1) 

and if the factors Ha are again decomposed 1 into direct products, 

then G is the direct product of all subgroups Hap, taken over all a and~. 
This new direct decomposition of G is called a refinement of the decomposi­
tion (1). 

II. If (1) is a direct decomposition of a group G, and if we split the set 
of subgroups H a in an arbitrary way into disjoint subsets and replace the 

1 Some of the Hu may, of course, remain undecomposed. 
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subgroups H" that enter into each of these subsets by their product, then 
we obtain a new direct decomposition of G. 

III. If we choose in each direct factor H" of the decomposition ( 1) a 
subgroup H~, E ~ H~ s; H., then the subgroup generated in G by all sub­
groups H~ is their direct product. 

If G = H 1 X H 2 X ... X H,., then each element g of G can be written 
in the form g = h1 h2 ••• hn, where h,eH,, i= 1, 2, ... n. The uniquely 
defined element h, is called the component of gin the direct factor H,. We 
must point out that the component of g in H, depends on the given direct 
decomposition :j if there is another direct decomposition of G that also 
contains H, as one of its direct factors, then the component of g in H-~, may 
now differ from h,. The concept of a component of an element carries over 
to direct products with an infinite number of factors ; in this case each ele­
ment has for a given direct decomposition only a finite number of components 
distinct from 1 . 

If 0 = fi H. and if F is an arbitrary subgroup of G, then the set F" of 
Cl 

components of all the elements of Fin the direct factor H" is itself a subgroup. 
It is called the component ofF in He. IfF is a normal subgroup of G, then 
F" is a normal subgroup of H" and therefore also of G. The latter follows 
from the following general property of direct products: 

IV. If A is a direct factor of a group G, then every normal subgroup A' 
of A is also normal in G. 

For there exists a normal subgroup B of G for which G = A X B. If g is 
.an arbitrary element of G and g = ab, aeA, beB, then 

g-lA'g = a- 1A'a =A'. 

From the permutability of elements belonging to distinct direct factors of 
a given direct product it follows that the components of the product of two 
elements are the products of the corresponding components. Therefore, in 
particular, a component of the commutator of two elements of a direct product 
is the commutator of the corresponding components of the elements. Hence 
we have 

V. The derived group of a direct product is the direct product of the 
derived groups of the factors. 

From what we have just shown about the components of the commutator 
of two elements it follows that the components oJ permutable elements of a 
direct product are permutable, and therefore 
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VI. The center of a direct product is the direct product of the centers 
of the factors. 

For if an element z belongs to the center of the group Q = H A., then the 
Cl 

component Za of z in H a is permutable with the corresponding component 
of every element of G, that is, with all the elements of H a. 

If F is a subgroup of a direct product, then F is contained in the direct 
product of its components, but it does not, in general, coincide with this 
product. 

F is the direct product of its components when they are all contained in F, 
that is, when they coincide with the intersections of F and the corresponding 
direct factors. We can even prove the following property : 

VII. If G =A X B and if the component of F in A coincides with 
F n A, then the component of F in B is F n B and F is the direct product 
of these two intersections. 

For if feF and f=ab, then b=a-1 f£F,since by assumption a£F. 
Hence we have 

VII'. If G =A X Band if the subgroup F contains the direct factor A, 
then F= A X (FnB). 

Finally, we mention the property 

VIII. If G =A X B, then the direct factor B is isomorphic to the factor 
group G/A. 

For if Ag is a coset of A in G and if g = ab, then bEAg; that is, each 
coset of A contains one, and obviously only one, element of B. 

So far we have dealt with the decomposition of a given group into the 
direct product of subgroups. In the sequel we shall often talk of the direct 
product of certain given groups. Suppose, for example, that two groups A 
and B are given. The set of all pairs (a, b), where a is an element of A and 
b an element of B, becomes a group if the operation is defined as follows : 

(a, b)· (a, b')=(aa', bb'). 

It is easily verified that this group is the direct product of its subgroup A' 
consisting of the pairs of the form (a, 1 ) and B' consisting of the pairs of 
the form ( 1 , b) .1 These subgroups are isomorphic to the given groups A 

1 The element 1 in the pair (a, 1) is, of course, the unit element of B, while in ( 1, b) 
it is the unit element of A. 
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and B, respectively, and therefore the group we have constructed can, and 
from now on will, be called the direct product of A and B. This construction 
carries over without difficulty to the case of an arbitrary finite number of 
given groups. If an infinite set of groups Aa is given, then we can proceed 
in the following way: the elements of the direct product of the groups Aa 
are those systems of elements aa, one from each group Aa, in which all but 
a finite number of these elements are the unit elements of the corresponding 
groups. The definition of multiplication of such systems is the same as in 
the case of a finite number of direct factors. 

This method of forming a new group from given groups by the construc­
tion of their direct product will have many applications in the sequel. 

In our construction of the direct product of an infinite set of groups we 
could, of course, have omitted the condition that only a finite number of 
components should differ from the unit element ; we would then consider 
arbitrary systems of elements, one from each of the given groups A a. The 
group so obtained is called the unrestricted direct product (or complete 
direct product or Cartesian product) of the given groups; interesting proper­
ties of this group are described in the paper by Graev [ 1]. We must men­
tion, however, that for the unrestricted direct product one cannot give an 
"internal" definition similar to the one we have used above for the ordinary 
or restricted direct product. 

These two types of direct products are unified in the following construc­
tion of the direct product with prescribed subgroups: it is assumed that in 
each of the given groups Aa a subgroup Ba is prescribed, and only such 
systems of elements, one from each group Aa, are considered which have 
not more than a finite number of elements outside the corresponding sub­
group Ba; multiplication is component-wise as above. This construction, 
which is due to Vilenkin [ 1], is used with advantage in the theory of topo­
logical abelian groups. 

A group that cannot be decomposed into the direct product of proper 
subgroups is called indecomposable, or, more accurately, indecomposable 
into a direct product (since we shall later meet other forms of products). 
Among the indecomposable groups are, obviously, all the simple groups. 
The additive group of rational numbers and the additive group of integers, 
that is, the infinite cyclic groups, are also indecomposable. This follows from 
the fact that any two rational numbers have a common non-zero multiple, 
so .that the intersection of any two non-zero subgroups is in both cases itself 
a non-zero subgroup. 

If a cyclic group {a} of order pm is given, where p is a prime number, 
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then all subgroups other than E are the cyclic subgroups of the elements 
a, af', af'2, ••• , aPm-1

• In other words, if any two subgroups of the group 
are given, then one of them is completely contained in the other. Therefore 
the cyclic groups of order pm and the groups of type p oo are indecomposable. 

On the other hand every cyclic group of composite order is decomposable 
into the direct product of cyclic groups whose orders are powers of distinct 
prime numbers. 

Let {a} be a cyclic group of order 

where k > 2 and Pt, P2, ... , p.,, are distinct prime numbers. We put 

(i=l,2, ... ,k). 

The element aq1 has the order p'/1. The intersection of the cyclic subgroup 
{a~} with the product of all cyclic subgroups { alf;} with i -::;6 j is E, since the 
orders of all elements of the latter product are co-prime to p,. The product 
of the subgroups {a~}, i = 1 , 2, ... , k in the group { a } is therefore direct 
and coincides with the group {a} itself, since the order of a direct product 
is equal to the product of the orders of the factors. 

Other examples of decomposable groups are the additive group of complex 
numbers, which splits into the direct sum of the additive group of real and 
of pure imaginary numbers ; also the multiplicative group of non-zero real 
numbers, which splits into the direct product of the multiplicative group of 
positive real numbers and the cyclic group of order 2 generated by - 1. 
The multiplicative group of positive rational numbers splits into the direct 
product of a countable set of infinite cyclic groups generated by the distinct 
prime numbers. We have already mentioned that the non-cyclic abelian 
group V of order 4 is the direct product of two cyclic groups of order 2. 

The concept of a direct product can also be applied to groups with oper­
ators. In this case we must, of course, restrict ourselves to decompositions 
of the group into the direct product of factors which are all admissible for 
the given operator domain. Conversely, if groups Aa with one and the 
same operator domain ~ are given, then we can consider the direct product 
G of these groups as an operator group with ~ as operator domain by 
postulating that for 
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we have 

where O>£l!. From this equation it follows, in particular, that a component 
of an admissible subgroup is itself an admissible subgroup. 

We shall see later (in § 26) that there exist decomposable groups that 
cannot be split into the direct product of indecomposable groups. The ques­
tion, therefore, arises under what conditions a group has such a decomposi­
tion. Moreover, a group may have many distinct decompositions. This 
leads to the problem, Under what conditions is the decomposition of a group 
into the direct product of indecomposable groups unique? Further, two 
direct decompositions of a group are called isomorphic if a one-to-one 
correspondence between the factors of these decompositions can be established 
for which corresponding factors are isomorphic. The problem of finding 
conditions under which any two direct decompositions of a given group 
into decomposable factors are isomorphic or, more generally, any two 
direct decompositions of a given group have isomorphic refinements is the 
object of numerous investigations. All these problems will be considered in 
Chapter XI and, for various classes of abelian groups, in Chapters VI-VIII. 

§ 18. Free groups. Defining relations 

It is the aim of this section to establish a method of giving a group without 
making use of individual properties of the elements of the set in which the 
group operation is defined. In order to achieve this we must first construct 
a special class of groups, the so-called free groups, which are in a· certain 
sense universal for all existing groups whatsoever. 

Let UJl be a non-empty (finite or infinite) set of symbols X 11 , XfJ, X"f, • • • •1 

We shall denote these symbols also by X~1, xt1, xtl, ... and we construct 
another set x;1, x;-1, x;1, ••• in one-to-one correspondence with the first 
set : An expression 

i=l, 2, ... ,n), (1) 

that is, an ordered system of a finite number of symbols of the form x~t 
and x-1 (where each symbol that enters into the expression (1) may occur 

« 

1 To simplify the understanding of the following construction the reader may assume 
at first that the set jR consists of two symbols ~1 and ~~ only. 
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several times) is called a word. If in ( 1) no symbol x:1 stands next to its 
associated symbol x;1, then w is called a reduced word.k Examples of reduced 

d -1 d -1 b -1 1 wor s are x.x~ x.x~~.x1, an x.x.x.x~x"· x~, ut not x«x, x~x.x1 • 

The number n is called the length of the reduced word w and is denoted 
by l(w). For any set un we can obviously construct words of arbitrary 
length. Reduced words of length 1 are precisely the symbols X a and X a-t, 
We also count as a word the empty word w0 , which contains no symbols, 
and we put l(wo)= 0. 

The set of all reduced words that can be written by means of our collec­
tion of symbols is now made into a group by the following definition of 
the group operation: Suppose two reduced words are given, 

(s,= + 1, i= 1, 2, ... , n), (2) 

(3,~= + 1, j= 1, 2, ... , m) (3) 

and suppose that 

afl-,+1 = ~' and sfl-1+1 + a4 = 0 

for all i, 1 <i < k (where k is subject to the condition 0 < k <min (n, m)), 
but that either "n-k :::;i= ~k+h or cz,_k = ~k+l' sn-k = ~k+I· Then we set 

(4) 

Put differently: in order to form the product W1 w2 we write w2 immediately 
following w1 ; if the resulting expression 

(5) 

is a reduced word, that is, if the symbols x. and x~ are distinct, or if they 
are equal and have the same exponents, theh we hav~ obtained the product 
w1 w2 • Otherwise it is necessary first to carry out certain cancellations, that 
is, to delete successively pairs of symbols with opposite exponents standing 

tThe notation for words that we are using should not suggest that we have here any 
kind of "multiplication" of symbols. A word is merely an ordered system of symbols and 
we could equally well separate the symbols constituting the word by placing commas 
between them. 
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, 

next to one another. Clearly it can happen that in performing these cancel­
lations we delete all the symbols of one of the factors w1 , w2, or of both. 

The unit element for the multiplication of reduced words so defined is 
obviously the empty word Wo. The inverse of (2) is the word 

In particular, the inverse of the symbol Xa is Xa - 1
• 

The proof of the associative law for the multiplication of words is a little 
laborious. Let w1 , w2 , and w3 be non-empty reduced words.1 We shall 
prove the equation 

(6) 

by induction on the length of the middle factor w2. 
Consider first the case l(w.j) = 1, that is, w9 = x!. If the last symbol 

of w1 and the first symbol of w3 are both different from x;•, then no cancel­
lations have to be performed and ( 6) holds. It also holds when only one 
of the two symbols in question is equal to x; •, since there are then no 
cancellations in one of the products w1w9, w9wa. Finally, when both 
symbols are equal to~;·, let 

Then the expression 

is a reduced word, since there cannot be any cancellations in it, and this 
word is equal both to the left-hand and to the right-hand side of ( 6). 

Now let l(w2) > 2. If 

we put 

Then w2' is a reduced word, l(w;) < l(w2). and w2 =W~ • x;". Equation 
" 

1 The associative law is obvious for three factors one of which is Wo. 
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( 6) in the case in question will now be verified by a repeated application 
of the same equation in cases when the length of the middle factor is less 
than n; ' 

Some of the parentheses that occur in the preceding equations may, of 
course, contain products that become reduced words only after certain can­
cellations. That, however, does not affect the argument. 

We can now speak of the group of reduced words consisting of the symbols 
of the set 9R and their inverses. This group is called a free group. Clearly, 
it is completely determined when the set 9R is given and does not depend 
on any individual properties of the elements of this set. We define the rank 
of the free group constructed from 'Un as the cardinal number of IDl. Then 
one can prove by elementary set-theoretical considerations that a free group 
of finite rank is countable and that the cardinal number of a free group of 
infinite rank is equal to its rank. 

A free group of rank 1 is obviously an infinite cyclic group. Every free 
group whose rank exceeds 1 is non-commutative: if a ::;6 ~, then X aX~ and 
x~xa are distinct elements of the group. All elements of a free group, except 
the unit element, hcrve infinite order: if in 

I l I I I I L. , 
the symbols x 1 andx ", x 2 and x n-l, ••• , x k and x n-.+1, are mverse 

111 •n 112 •n-1 ~ 4 n--Jt+1 

in pairs, and if this is not the case for x'"+1 and x .. n-k, then we put 
11k+1 11n-1c 

Such a k satisfying the inequality 0 < k < n/2 must exist, since w is not 
, the empty word. Now for s > 0 we have 

The expression on the right-hand side of this equation does not admit any 
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cancellations, that is, is a non-empty reduced word. Hence it follows that 
w=Fl. 

Every word is equal to the product of the symbols that constitute it. The 
set 9R is therefore a system of generators of the free group constructed by 
means of 9R. Such a system of generators of a free group will be called a 
system of free generators. In the sequel we shall retain the name "word" for 
the elements 1 of a free group and we shall write them as products of powers 

f f f 1 s -1 2 . d f -1 o ree generators, or examp e, x«x~ x~~ mstea o XuXct"~~ xux~x~ . 
In Chapter IX the reader will become acquainted with many deep and 

important results in the theory of free groups. Here we shall prove just 
one theorem which makes completely manifest the significance of the free 
groups for the whole theory of groups. 

Every group is isomorphic to a factor group of a free group. Let G be 
an arbitrary group and M a system of generators of G ; we denote the ele­
ments of M by aa, afJ, . . . . We now take a free group W with a free system 
of generators of the same cardinal number as M. Between the elements of M 
and the chosen system of free generators of W we set up a one-to-one cor­
respondence and denote by Xa that element of W which corresponds to the 
element aa of M. The mapping that carries the element Xa of W into its 
corresponding element a" in G and, in general, 

i = 1' 2, ... ' k, (7) 

into the element 

(8) 

of G, is obviously a homomorphic mapping of W onto G. By the homo­
morphism theorem (§ 10) we have 

a~WJH, 

and the theorem is proved. Note that the normal subgroup H of W consists 
of precisely those words of the form (7) for which the product (8) is equal 
to the unit element of G. 

From this proof of the theorem it follows that every finitely generated 
group is a factor group of a free group of finite rank. More explicitly, every 
group with n generators is a factor group of a free group of rank n. 

It is clear that this representation of a group G as a factor group of a 
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free group is by no means unique, since it depends on the choice of the 
generating set M. 

Let G be an arbitrary group and let it be represented as a factor group 
of a normal subgroup H of a free group W. If, as above, Xa, XfJ, ••• are 
free generators of W, we denote their images under the natural homo­
morphism by aa, afJ, ... , and the set of all these elements of G (which 
need not, of course, be all distinct) by WL Let the word 

1 1 12 1k x x . . . x « (the'' are integers) 
Cl1 ~ 7c 

be an arbitrary element of H. In G there corresponds to this the equation 

which will be call~d a relation between the elements of ll1 in G. 
We choose in H a subset 9l such that H is the normal subgroup generated 

by 9l in W. The system of relations that correspond to the words in 9l is 
called a system of defining relations oj G. All the relations that link the 
elements of M in G can be considered as consequences of the defining rela­
tions, since every element of H can be written as a product of powers of 
the elements of 9l and n~eir conjugates. 

A group G is completely determined by its defining relations, since the 
set 9l completely determines the normal subgroup H of the free group W 
and therefore the factor group W /H. Since we have shown above that 
every group is a factor group of a free group, we now see that every group 
can bo given by a system of defining relations connecting a certain set of 
symbols ; two groups given by defining relations between certain systems of 
generators are isomorphic if a one-to-one correspondence between these 
systems can be set up for which the defining relations of one group go over 
into the defining relations of the other, and conversely. 

On the other hand, -if an arbitrary set of symbols M and an arbitrary set 
of relations equating certain words in the symbols of M to the unit element 
are given, then there is always a group for which these relations form a 
system of defining relations. For the proof, it is sufficient to take the free group 
over the set M and take the normal subgroup generated by the left-hand 
sides of the given relations and then go over to its factor group. 
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VON DYcK's THEOREM: If a group G is given by a system of defining 
relations and if a group G' is given by these relations and some further rela­
tions in the same symbols, then G' is isomorphic to a factor group of G. 

For if we represent G and G' as factor groups of one and the same free 
group W, 

G~W/H, G'~W/H', 

then H is contained in H'. 
This theorem is often useful if one wants to find defining relations of a 

group given in some other way. 

Examples 1. A finite cyclic group of order n is given by a generating 
element a and the defining relation 

a"=l. 

2. The additive group of rational numbers R was represented in § 7 as 
the union of an ascending sequence of infinite cyclic groups. On the basis 
of that result we can now give R by the generators 

and the defining relations 

... , a -an+t 
n- n+t' · • · • 

3. The group of type p.., can be given by the generators 

and the defining relations 

af=l, a~+t=an, n=l, 2, ... m 

4. The symmetric group Ss of degree ·3 is given by two generators a and b 
and the defining relations 

(9) 
For, the elements 

(1 2 3) 
a= 2 3 1 ' (

1 2 3) 
b= 2 1 3 (9') 



§ 18 FREE GROUPS. DEFINING RELATIONS 131 

generate the group Sa and satisfy the relations (9), so that S3 is (by 
von Dyck's Theorem) a factor group of the group given by the defining 
relations (9)-the group Ss is defined in terms of the generators (9') by 
the relations (9) and, possibly, others. But from the relations (9) it follows 
that ba= wb. Every product of powers of a and b in the group defined 
by the relations (9) can therefore be reduced by means of these relations 
to the form a•tl, a= 0, 1, 2, ~ = 0, 1 ; that is, the group with the defining 
relations (9) consists of not more than six elements and therefore co­
incides with S 8 • 

5. In § 9 we proved that the quaternion group Q has order 8 and is 
generated by two elements a and b, subject to the relations 

a' = 1, b' = 1, a2 = b2, aba = b. (10) 

In the course of the proof we also established that the group defined by the 
relations (10) has not more than eight elements. Hence it follows (again 
by von Dyck's Theorem) that (10) is a system of defining relations for 
the quatemion group Q. Note that two of the four relations ( 10) are not 
written in the form required above. The transition from this notation to 
the standard one, in the present case 

is obvious. 
We shall now make a few additional remarks about groups given by 

defining relations, but we refer the reader to the much deeper problems in 
Chapter X. We know that a free group is given by a system of free generators 
without any defining relations. Conversely, if in a group G a system of 
generators M can be chosen which are not linked by any relations 1 then 
every element of G is uniquely represented as a word in the elements of M, 
that is, the group G is isomorphic to the free group over Af as system of 
free generators. In other words, G is in this case a free group, and M is a 
system of free generators for G. 

In order that a group with generators aa, ap, ... be abelian it is sufficient 
to have among the defining relations the equations of the form 

1 The trivial "relations" of the form aa- 1 = 1 do not satisfy the above definition of a 
relation and therefore do not count as relations. 



132 PART ONE. V. SERIES OF SuBGROUPS. DIRECT PRODUCTS. DEFINING RELATIONs 

[a.cu a~]= 1 (11) 

for all pairs of generators; the left-hand side is the commutator of aa. and a.~. 
For if any two generating elements are permutable, then it follows easily 
that any two products or powers of these elements are permutable. Examples 
2 and 3 above show, however, that a group may tum out to be abelian 
although no equations of the form ( 11) occur among the defining relations. 

Every group can be given by generators and defining relations in many 
distinct ways. Although defining relations represent a convenient method 
of giving a group "abstractly," that is, giving all the groups isomorphic to a 
group as well as the group itself, nevertheless in the overwhelming majority 
of cases we can say very little about a group given by relations. For example, 
if a group is given by a system of generators and a system of defining rela­
tions then we cannot, as a rule, say whether the group is finite or infinite, 
whether it is commutative or not, and so on. Moreover, the group may 
turn out to consist of the unit element only-this will happen, of course, if 
the normal subgroup that is generated by the left-hand sides of the defining 
relations of the group coincides with the whole free group-but even this 
cannot, in general, be established by considering the defining relations. Also 
the following extreme case is possible : our group may actually be a free 
group, but it may be given by a system of generators with non-trivial relations. 

A finite group is sometimes given not by defining relations but by means 
of Cayley's group table. If a finite group G is of order n, then we number 
its elements beginning with the unit element: 

(12) 

We now construct a square table of n rows and n columns and label its 
rows downward and its columns from left to right with the symbols ( 12), 
and at the intersection of the row labelled £li and the column labelled a1 we 
put the element that is equal to the product £lia1• Thus, if we take the 
symmetric group Ss of degree 3, i.e. the group with the generators a and b 
and the relations a8 = 1, b2 = 1, abab = 1 (see above, Example 4), and 
introduce the notation : 

then the Cayley table is 
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1 aS! as a, a&S a6 

1 1 a2 lls a, a&S a6 
a2 a~ as 1 a5 a8 a, 

as as 1 ~as a, a5 
a, a, a6 a5 1 as~ 

a IS ac; a, as a2 1 as 

a6 a6 a5 a, as ~ 1 

The non-cyclic group V of order 4, which is the direct product of two cyclic 
groups of order 2 (this group is given by the generators a and b and the 
defining relations 

can be given by the following Cayley table : 

1 a2 as a, 

1 1 ~ as a, 

a~ a2 1 a, as 

as as a, 1 a2 
a, a, a6 ~ 1 

A group has a Cayley table that is symmetrical with respect to the main 
diagonal if and only if it is abelian. 
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CHAPTER VI 

FOUNDATIONS OF TilE THEORY OF ABEUAN GROUPS 

§ 19. The rank of an abelian group. Free abelian groups 

The theory of abelian groups, one of the most important classes of groups, 
is well developed. In the present chapter we shall give an account of the 
fundamental concepts and facts of the theory of abelian groups, particularly 
of finitely generated abelian groups. These concepts and facts will be con­
stantly used in the following two chapters which go more deeply into 
the theory. 

We shall adopt the additive instead of the multiplicative notation in this 
chapter and in the sequel whenever we deal with problems specially related 
to abelian groups. The basic changes in terminology and notation that are 
consequences of this convention have been indicated at the end of § 3. 
In addition, we mention that instead of the unit subgroup we must now 
speak of the null subgroup, which will be denoted by the symbol 0. Instead 
of the product of subsets of a group we shall now speak of the sum of sub­
sets; since all subgroups of an abelian group are normal and therefore per­
mutable among each other, the sum of two or any finite number of arbitrary 
subgroups of an abelian group is itself a subgroup (see § 8). Finally, instead 
of the direct product (see § 17) we have the direct sum of abelian groups. 
This concept is quite fundamental for all abelian groups. 

In accordance with the general terminology introduced in § 3, an abelian 
group is called periodic if the orders of all its elements are finite, torsion-free 
if all the elements, except the null element, have infinite order, and mixed if it 
contains elements both of finite and of infinite order. 

If G is a mixed abelian group and F the set of all its elements of finite order, 
then F is obviously a subgroup of G. This uniquely defined subgroup is 
called the nu:t.rimal periodic subgroup, or briefly, the periodic part of G. 
The factor group G / F is torsion-free. Thus every mixed abelian group is an 
extension (in the sense of§ 10) of a periodic group, namely its periodic part, 
by means of a torsion-free group. 

Among the periodic groups there are, in particular, the abelian groups in 
which the orders of all elements are powers of a fixed prime number p. 
These groups are called primary with respect top or p-primary. 

Every periodic abelian group can be decomposed in a unique way into 
the direct sum of primtN"y groups with respect to distinct prime numbers. 

137 
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For, the totality of all elements of a periodic abelian group G whose orders 
are powers of the prime number p is a subgroup of G, which we denote 
by G9 ; it is characteristic, and even fully invariant, in G. All the sub­
groups G 9 , for distinct p, form a direct sum in G, since the sum of all these 
subgroups with the exception of a particular Gq consists of elements whose 
orders are co-prime to q, so that the intersection of this sum with Gq is the 
null subgroup. On the other hand, every element of G is contained in the 
sum of all subgroups G9 ; this follows from the fact, proved in § 17, that 
every finite cyclic group is decomposable into the direct sum of primary 
cyclic groups. 

We now introduce the concept of the rank of an abelian group G. A finite 
system of elements Vt, v2 , ••• , vk of a group G is called linearly dependent 
if there exist integers rl1, ll2, • 0 0, ll7c, not all zero, for which 

where on the right-hand side We have, of course, the null element of G. 
A system of elements that does not have this property is called linearly 
independent. We shall call an element u of G linearly dependent on the 
system of elements {u', u'', 0 0 o, uti)}, of G if an integral multiple au of 
the element, with a ::;6 0, is contained in { u', u", ... , u<l) }, that is to say, 
if integers ~ 1 , ~2 , o 0 0 , ~ 11 exist for which 

rlU = ~1 u' + ~2u" + o o o + ~1u.O> o 

Obviously a system of elements v1 , v 2 , ••• , vk is linearly dependent if and 
only if at least one of its elements vi is linearly dependent on the remaining 
elements of the system. The following properties of linear dependence are 
also obvious. Every system that contains elements of finite order is linearly 
dependent; in particular, the null element is linearly dependent. Every sub­
system of a linearly independent system is itself linearly independent. Every 
element that occurs in a finite system of elements is linearly dependent on 
that system. 

Two systems of elements of G, u', u", ... , u<k> and v', v", ... , v<l) are 
called equivalent if every element of the first system is linearly dependent 
on the second system, and vice versa. Every element u of G that is linearly 
dependent on one of these systems is also linearly dependent on the other. 
For if with a ::;6 0, 

{ 
I II• (k) } aut: u , u , ... , u , 
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and with ~' ~ 0, i = 1 , 2, ... , k, 

then ( rl~ 1~2 ••• ~k) U£ { v', v", ... , v<l) } . Hence the concept of equivalence 
of systems of elements is transitive. 

STEINITZ' ExcHANGE THEOREM. Suppose that in a group G two finite 
systems of elements are given 

u', u", ... , u<k) 

' v'' (I) v, , ... ,v 
(I) 

(II) 

the first of which is a linearly independent system each of whose elements 
is linearly dependent on the second system. Then k < l, and from (II) 
k elements can be omitted such that the remaining elements, together with 
the elements of (I), form a system equivalent to (II). 

Proof. The theorem is vacuously true for k = 0. We assume that it is 
proved for k - 1. 

The subsystem u', u", ... , u<k-l) of (I) is itself linearly independent 
and its elements are linearly dependent on (II) . \Ve therefore obtain a 
system 

I II (k-1) (k) u,,u, ... ,u ,v , ... , (III) 

equivalent to (II) possibly after a change of the numbering of the elements 
in (II). Now u<k), being linearly dependent on (II), must also be linearly 
dependent on (III), that is, there exist coefficients a, ~1 , ••• , ~~ for which 
a~O and 

ctu(k) = ~1 u' + ~2u" + ... + ~k- 1 u(k-l) + ~1cvCk> + ... + ~1v<'>. 

It follows that l > k and that at least one of the coefficients ~k, ••• , ~~ is 
different from zero, since otherwise u<k) would tum out to be linearly 
dependent on the system u', u", ... , u<k-t). Let ~k~O. Then 

~kv(Jc) = (- ~ 1 ) u' + ... + (- ~k-t) u<k-t) -f- rltt(k> + 
+<-~k+t)v<k+l)+ ... +(-~,)v<~>, 

that is, v<k) is linearly dependent on the system 

1 n (k-1) u,u, ... ,u ' u (k), vCk+ 1), ••• , v<'>. (IV) 
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Since (III) and (IV) are equivalent systems, (II) and (IV) are also 
equivalent. This completes the proof. 

From the exchange theorem it follows that t-wo linearly independent 
equivalent systems of elements of a group G consist of an equal number 
of elements. 

The concept of linear dependence can be extended to the case of infinite 
systems of elements in the following way : an infinite system of elements 
of an abelian group G is called linearly dependent if it contains at least one 
finite linearly dependent subsystem, and linearly independent if all its finite 
subsystems are linearly independent. Correspondingly, an element is linearly 
dependent on an infinite system of elements if it is linearly dependent in the 
previous sense on a finite subsystem. Since the union of an ascending 
sequence of linearly independent systems of a group G is itself linearly 
independent, every non-periodic group has maximal linearly independent 
systems and every linearly independent system can be embedded in one 
that is maximal. If a group G is periodic, then it contains no linearly 
independent systems. 

If a group G has finite maximal linearly independent systems, then all 
these systems are equivalent and consist, as we have shown above, of the 
same number of elements. This number is called the rank of the abelian 
group G; and G itself is called a group of finite rank. It is convenient to 
include among the groups of finite rank all periodic ~belian groups, assigning 
them the rank zero. A group that does not have finite rank is called a group 
of infinite rank. In this case the rank of the group is the cardinal number 
of a maximal linearly independent system of its elements ; it is equal to the 
cardinal number of the factor group of the given group with respect to its 
periodic part and is therefore an invariant of the group. 

Every subgroup A and every factor group G I A of an abelian group G 
of finite rank is itself of finite rank, and the sum of the two ranks is equal to 
the rank of G. 

The first part follows from the fact that every linearly independent system 
of elements of A is also linearly independent in G, the second from the f~ct 
that by choosing in G I A any linearly independent system of elements (i.e. 
cosets of A) and one representative from each of these cosets we obtain a 
linearly independent system of elements of G. 

For the proof of the third part, we select a maximal linearly independent 
system of elements of A 

(1) 
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and a maximal linearly independent system of cosets of G /A 

b1 +A, o~+A, ... , b1+A, l > 0, (2) 

where 

is an arbitrary system of representatives of these cosets. Then 

(3) 

is a linearly independent system of elements of G. For from an equation 

ex1a1 + ex2a2 + ... + ex7ca1c + ~1b1 + ~2b2 + ... + ~,o, = 0 (4) 

we obtain, by going over to the factor group of A , the equation 

~t (bt +A)+ ~2(b2+A)+ ... + ~,(o,+ A)= Ot 

but since (2) is a linearly independent system, we have 

~1 = ~2 = ... = ~~ = 0. 

The equation ( 4) now reduces to 

ex1a1 + exga2 + ... + ex~J: = 0, 

and from the linear independence of ( 1) it follows that 

ex1 = ex2 = ... =ex"= 0. 

It remains to prove that ( 3) is a maximal linearly independent system of G. 
If g is an arbitrary element of G, then the coset g + A is linearly dependent 
on (2) 

ex {g+ A)= T1 (b1 +A)+ Ti(oi+A)+ ... +T, (o,+ A); 

hence 

where a is an element of A and a =F 0. However, a is linearly dependent 
on (1) 

where ~ =F 0, and therefore 

(a~) g = 81a1 + 82a2 + ... + 81caa + (~T1) b1 + (~T~ ~ + · · · + @TJ) bJ, 
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which is what we had to prove. 

From this theorem it follows that the rank of a mixed group is equal to 
the rank of the factor group of its periodic part and also that the direct sum 
of a finite number of groups of finite rank is itself of finite rank a.nd the 
rank is equal to the sum of the ranks of the direct summands. 

We shall now study abelian groups of a special type which play a very 
significant role in the general theory. 

A free abelian group is a direct sum of a finite or infinite number of 
infinite cyclic groups.1 If 

is a decomposition of a free abelian group U into the direct sum of infinite 
cyclic groups, then the totality of generators u, of all these cyclic direct 
summands (one from each summand) is called a basis of U. Every element 
of U can be written in one and only one way as a sum, with integer coefficients, 
of a finite number of elements of the basis. 

A free abelian group U has, in general, many distinct decompositions into 
a direct sum of infinite cyclic groups and therefore has many distinct bases. 
Thus, if the elements Ut, u2, ... occur in a basis of U, we can change the 
basis by replacing the element Ut by u1 + au2 , where a is an arbitrary 
integer. We shall in the following section frequently carry out without 
further explanation such a transformation of a basis of U. 

A free abelian group is torsion-free, and every basis of such a group is 
one of its maximal linearly independent systems. It follows from results 
previously obtained that if a free group U has finite rank n, then all its 
bases consist of n elements, that is to say, every decomposition of U into 
the direct sum of infinite cyclic groups consists of n summands. If the rank 
of a group U is infinite, then the cardinal number of any of its bases obviously 
coincides with the cardinal number of the group itself. 

Note that by no means every maximal linearly independent system of a 
free abelian group is a basis. For example, a free group of rank 1, that is, 
an infinite cyclic group { u } , has two bases, u and - u, but every element 
of the group except the null element is a maximal linearly independent 
system in the group. 

1 It is often convenient to include among the free abelian groups the null group, 
generated by an empty set of infinite cyclic groups. Without this convention many 
theorems require a cumbersome special consideration of the exceptional null subgroup. 
[Trans.] 
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Free abelian groups play the same role in the theory of abelian groups 
as free groups do in the general theory of groups : 

Every abelian group G is isomorphic to a factor group of a free abelian 
group, and an abelian group with n generators is isomorphic to a factor group 
of a free abelian group of rank n. 

For the proof, we choose in G a system of generators M = (a4 ), where a 
ranges over an index set, and we take a free abelian group U with a basis 
consisting of elements u4 that stand in one-to-one correspondence with the 
elements a4 of M. The mapping 

k1ua. + k2ua. +· .. +knua. -+ k 1a« + k~a. + .. . +knaa. 1 2 n 1 2 n 

is obviously a homomorphic mapping of U onto G. By the homomorphism 
theorem (§ 10) G is therefore isomorphic to the factor group of U with 
respect to the subgroup V consisting of those elements of U that this homo­
morphism maps onto the null element of G, 

G '==U/V. 

Every subgroup of a free abelian group is itself free. 1 

Let V be a subgroup of the free abelian group U. We assume that we have 
well-ordered a basis of U, 

Every element x of U, x =I= 0, can be written uniquely in the form 

X= k1att1 + k2a«
2 
+ ... + kna«n' 

where a1 < a2 < ... < an and all the k., are different from zero. We shall 
call an the last index and k,. the last coefficient of x. We now consider the 
.elements of V whose last index is smallest among the last indices of all the 
elements of V, and from these elements we choose an element b1 with the 
smallest positive last coefficient. It is easy to see that every element v of V 
that has the same last index as b1 is contained in the cyclic subgroup { bt } . 
For if we denote the last coefficient of bt by k, and that of v by l, and if 
l = k q + r, 0 < r < k, then the element v- q b1, which is contained in V, 
has for r > 0 the same last index as b1 but a smaller last coefficient and 

1 The special case of this theorem that refers to free abelian groups of finite rank will 
be proved independently in the following section. 
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has for r = 0 a smaller last index. In both cases, if v- q b1 =I= 0 we obtain 
a contradiction to the choice of b1 ; therefore v = q b1 • 

We now assume that we have already chosen elements bfJ in V for all ~ 
less than y such that these elements are linearly independent, in other words, 
that the sub~roup V' they generate is the direct sum of the cyclic groups 
{ b/J} and that every element of V whose last index does not exceed the 
last index of one of the elements bfJ is contained in V'. Among the elements 
of V that lie outside V' we now choose those with the smallest last index 
and select from them an element b'Y with the smallest positive last coefficient. 
Every multiple of b'Y has the same last index as b'Y so that V'n { b'Y} = 0 
and hence 

Moreover, if an element w of V has the same last index as b'Y and if the 
last coefficients of b'Y and w are k'Y and k, respectively, then (by definition 
of b'Y) k must be divisible by k'Y, k = k'Yk'. Therefore the last index of 
w- k' b"" is smaller than that of b'Y, and therefore w- k' b'YE V' and 
WE V' + { b'Y}. This process of choosing elements bfJ may be continued as 
long as not all the elements of V are exhausted. V is therefore a free 
abelian group with the basis b1, b2, ... , b fJ, ..• , where ~ is less than a certain 
ordinal number a. 

Finally, we prove the following theorem: 

If the factor group of an abelian group G with respect to a subgroup B 
is a free group, then B is a direct summand of G. 

For let 

be a decomposition of G / B into the direct sum of infinite cyclic groups. 
From each coset ~ we choose a representative aa.. The subgroup A of G 
generated by all the elements aa. is a direct sum of cyclic subgroups { aa. } , 
and A nB = 0. Moreover, every coset of B in G contains some element of 
A, so that 

G={B,A}=B+A. 

Note that among the subgroups of an abelian group G whose factor groups 
are free there need not be a minimal one and therefore G need not be 
decomposable into the direct sum of a free group and a group without 
free factor groups ; as an example we mention the unrestricted direct sum 
of a countable number of infinite cyclic groups (see § 17). 
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§ 20. Finitely generated abelian groups 

Finitely generated abelian groups can be treated exhaustively. This class 
of groups is of particular interest in view of its exceptionally important role 
in various applications ; finitely generated abelian groups are, for example, 
a fundamental tool in combinatorial topology. 

We know from the preceding section that every abelian group with n 
generators is a factor group of a free abelian group of rank n, which we 
shall denote by Un throughout the present section. We know, further, that 
every subgroup of U n is itself free and that its rank does not exceed n. 
Without making reference to this latter result we shall now prove the follow­
ing more general theorem on the subgroups of U n; the whole theory of finitely 
generated abelian groups will be based essentially on this theorem. 

Every subgroup V of U n is itself a free group and its rank k does not 
exceed n. Moreover, we can choose bases u1 , u2, ... , Un in lJ n, and 
v1, v2, ... , vk in V for which 

'04 =e1u,, i=l, 2, ..• , k, 

where e1, a2, ••• , elk are positive integers and e4+1 is divisible by 

e,, i = 1, 2, ... , k -1. 

Proof . . For n = 1 the truth of the theorem follows immediately from 
the theorem on the subgroups of cyclic groups ( § 6) . Let us suppose the 
theorem proved for Un-1 . If a subgroup V, other than the null group, is 
given in U,., then to every choice of a basis for U n there corresponds uniquely 
a certain positive integer, namely the smallest positive integer that occurs 
as a coefficient in those linear forms with respect to this basis that constitute 
the subgroup V. This minimal positive coefficient may change, in general, 
with a change of basis of U n. We now select a basis 

(1) 

of U n for which this minimal coefficient assumes its smallest possible value. 
Let e1 (e1 > 1) be the minimal positive coefficient with respect to this basis 
and let 

be one of the elements of V for which the expression in terms of ( 1) contains 
a 1 as one of the coefficients.1 

1 The assumption that &1 is the coefficient of th is legitimate since we do not regard 
the basis of U,. as ordered. 



146 PART Two. VI. FouNDATIONS oF THE THEORY oF ABELIAN GROUPs 

We divide each coefficient a2, ••• , <~,. by e1 : 

cx4 =a1q,+r4, 0 < r1 < a1, i=2, 3, ... , n, 

and transform the basis ( 1) of U n by replacing u1 by 

iit = "1 + q2u2 + ... + q,.u,. 
In the new basis 

v1 is expressed in the following way : 

v1 = e1u1 + r 2u1 + ... + r ,u,.. 

Since all the r., i = 2, ... , n, are non-negative and less than •b it follows 
from the choice of a1 that 

so that 'lll = elul. 

We now collect all those·elements of V for which the coefficient of u1 in 
their representation in the new basis is equal to zero. These elements fonn 
a subgroup V' of V whose intersection with the cyclic subgroup generated 
by v1 is 0. We shall show that the sum of { v1} and V' is V. 

Let 

be an arbitrary element of V. If ~~ = e1q + r, 0 < r < e1, then V con­
tains the element 

fl = '0- q'Ol = ru1 + ~t"i + · · · + ~n11n 

which has as coefficient of u1 a number less than lh ; hence by the definition 
of a1 we have r = 0. Therefore v' is contained in V' and 

v=qvl + v' 

is in the sum of the subgroups { v1 } and V'. 
If V' = 0, then it follows that V = { v1 } and the theorem is proved. 

But if V' =I= 0, then we obtain a decomposition of V into the direct sum 

V= {vd + V'. 

V' 1s contained m the subgroup U' = { u2 , ••• , U 11 }, which ts a free 
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group of rank n - 1 and is therefore, by the induction hypothesis, free. 
Furthermore, there exist bases u2, ••• , u.,. of U' and v2, ... , vk of V' for 
which k -1 < n -1 and 'V4 = e1u,, where 81! > 0 and al+1 is divisible 
by ., ' i = 1 ' 2' . . . ' k - 1. 

We now know that V is a free group of rank k, k < n .1 In order to 
prove that the bases 

of U,. and 
(2) 

(3) 

of V satisfy all requirements of the theorem it only remains to show that e2 

is divisible by e1 • Let ai = e1q0+ ra, 0 < r0 < s 1• We transform the basis 
(2) of Un, replacing the element ih by 

With respect to this basis the element v2 - v1 of V is expressed in the form 

'Vt- '01 = (-at) u~ + r o~' 
from which it follows, again by the choice of 111 that r0 = 0. 

The theorem on the subgroups of U n is now completely proved. We 
shall use it to obtain the following fundamental theorem. 

Every finitely generated abelian group is the direct sum of cyclic groups. 2 

Proof. Let G be a finitely generated abelian group. We know that G is 
isomorphic to a factor group of a free group Un with respect to a subgroup V. 
In accordance with the above theorem we choose bases u11 u2 , ••• , Un in Un 

and v1, v2, .. . , vk in V such that we have 'V1=a1u.,, fori= 1, 2, ... , k, 
where''> 0 and e1+1 is divisible bye,. Owing to this choice of a basis, 
the element 

(4) 

of U n is contained in V if and only if the coefficients <lt are· divisible by 
a.,i=1,2, ... ,k, and the coefficients a1 are zero, j=k+ 1, ... ,n. 
For if the a's satisfy these conditions, then u can be expressed in terms of 
the basis v1, V2, ••• , vk. Conversely, if 

1 Note that the rank of a proper subgroup of a free group may be equal to the rank 
of the group. 

2 This direct sum may, of course, consist of a single summand, if the group is itself 
cyclic. 
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then we need only replace each v, by e,u, and equate with ( 4), since the 
expression of an element of U n in terms of a basis is unique. The element 
u, + V of the factor group U,./V is of order e4 for i < k, and of infinite 
order fori> k. The cyclic subgroups generated by these elements have the 
whole factor group as their sum, in fact as their direct sum, because every ele­
ment of U ,./V is uniquely expressible as a sum of elements of the cyclic sub­
groups { u, + V} . Of course, if the first few numbers e1, e2, • • • are equal 
to 1, then the corresponding direct summands { u1 + V} , { u2 + V}, ... 
may be excluded. Since G is isomorphic to U,./V, the theorem is proved 
not only for U ,./V but also for G. 

From this theorem it follows, in particular, that every non-cyclic finitely 
generated abelian group is decomposable. From § 17 we know that an 
infinite cyclic group and also a primary cyclic group (that is, a cyclic group 
of order pm, where p is a prime number), is indecomposable; on the other 
hand, a non-primary finite cyclic group is decomposable into the direct sum 
of primary cyclic groups. This last result enables us to assert the following 
stronger form of the fundamental theorem : 

Every finitely generated abelian group G is the direct sum of a finite 
number of indecomposable cyclic subgroups, some finite and primary, some 
infinite. 

The generating elements (one from each summand) of the cyclic direct 
summands in the decomposition of G into the direct sum of indecomposable 
subgroups form a so-called basis of G. In the case of a free group this 
concept of a basis coincides with that defined in the preceding section. 

From the fundamental theorem it follows, in particular, that every finite 
abelian group is decomposable into the direct sum of finite cyclic groups, 
which can even be taken as primary. This theorem marks the very beginning 
of the theory of abelian groups. It was partially known to Gauss, the first 
complete proof being due to Frobenius and Stickelberger [ 1] . A large num­
ber of other proofs have been given since then ; there are also several distinct 
proofs of the fundamental theorem for infinite abelian groups with a finite 
number of generators. 

We therefore obtain all finitely generated abelian groups if we form all 
the possible direct sums of finite systems of infinite, or finite and primary, 
cyclic groups. But are all the abelian groups constructed in this way actually 
distinct? The answer to this question is given in the affirmative by the 
following theorem. 
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If a finitely generated abelian group is decomposed into the direct sum of 
indecomposable summands, then the-number of infinite cyclic summand.f and 
the totality of the orders of the prima;ry cyclic summa:nds is independent of 
the decomposition, that is, of the choice of a basis. 

In other words, any two decompositions of a finitely generated abelian 
group G into the direct sum of indecomposable cyclic groups are isomorphic. 

We shall combine the proof of this theorem with the proof of a theorem 
on the subgroups of G that will be fonnulated below. First we prove the 
following statement : 

Every subgroup H of a finitely generated abelian group G is itself finitely 
generated. 

For G is isomorphic to the factor group of a free abelian group U with 
respect to a subgroup V. The subgroup H corresponds in U to a subgroup U' 
containing V, 

H'::::1U' /V. 

But U' is finitely generated, as we have proved above. Hence the same is 
true for H. 

The subgroup theorem for a finitely generated abelian group G is the 
following: 

Suppose a decomposition of G into the direct sum of indecomposable 
cyclic groups contains r infinite cyclic summands r > 0; suppose, further, 
that the number of p-primary cyclic summands for a given prime number p 
is k,, where k, > 0, and that the orders of these summands are 

where 

Suppose now that an arbitrary decomposition of a subgroup H of G into 
the direct sum of indecomposable cyclic groups contains s infinite cyclic 
summands and, for each prime number p, l, cyclic p-primary summands 
and that the orders of the summands are 

P(' p1 I' p2 ~Pip ,p , ... ,p ' 
where 

(5) 

Then 
(6) 
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and for each prime number p 

l, < k,, (7) 

~"' < (lplt i = 1, 2, ... ' lp. (8) 

Proof. This theorem will now be proved together with the isomorphism 
theorem for the decompositions of G. First of all, the elements of infinite 
order that occur in an arbitrary basis of G form a maximal linearly inde­
pendent system of G, as one can easily see. The number of such elements 
is therefore equal to the rank of the group; that is, it does not depend on 
the choice of a basis. This also proves relation (6), since the rank of the 
subgroup H cannot exceed the rank of G. 

We know, moreover, that the periodic part A of G is the direct sum of 
p-primary subgroups for distinct prime numbers, 

A=~AP, 
1' 

while the periodic part of H is the direct sum of its intersections B, with 
the subgroups Ap, Bp = ff n Ar But it is easy to verify that A, is generated 
by those elements of an arbitrary basis of G whose orders are powers of p. 
Thus the proof of both theorems is reduced to the case of a finite primary 
group A, and a subgroup B,. 

We first conclude the proof of the subgroup theorem. The subgroup 
consisting of the elements of order p in A, is a direct sum of k, cyclic sum­
mands of order p, so that its order is pk,. The corresponding subgroup of B11 
is of order pt,. This proves that l, < k,. Suppose now that 

(9) 

The set C of all elements of A, that are divisible by pa.11, that is, of those 
elements c for which the equation 

c:r 
p'Pix=c 

has a solution in A,, is a subgroup of A,. If a1, a2, ••• , a'kp is the given 
basis of A, and if the order of "' is p "pt, i = 1 , 2, ... , k,, then it is easy to 
verify that C is the direct sum of the cyclic subgroups generated by 

p 'j,Jal, p '),J~, •.. 'p4.zJiai-l' 

so that C has a basis consisting of j - 1 elements. On the other hand, by 
{9) and (5), the subgroup C' of B, consisting of the elements that are 
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divisible by pmPJ in Bp has a basis containing not fewer than j elements. 
However, C' is a subgroup of C and we have already proved (7); that is, 
we have proved that the number of elements in the basis of a subgroup of a 
finite primary abelian group is not greater than the number of elements in 
the basis of the group itself. The contradiction we have thus obtained 
concludes the proof of the subgroup theorem. 

The isomorphism theorem for the direct decompositions of Ap follows 
immediately from the subgroup theorem; we put Bp = Ap and take into 
account the fact that for two given bases of Ap we have not only the 
inequalities (7) and (8) but, by symmetry, also the opposite inequalities, 
so that in fact we have 

lp=k,, 

~p4 = (ll'i' i = 1' 2, ... ' lp. 

The number of infinite cyclic summands-the rank of the group-and 
the orders of the primary cyclic summands in any decomposition of a finitely 
generated abelian group are called the invariants of the group. This is a 
complete system of invariants, since any two groups for which these in­
variants coincide are isomorphic. The sequence of integers e1, ~' ••• , a7u 
each divisible by the preceding one, which were the orders of the cyclic 
summands in the decomposition we obtained for the proof of the funda­
mental theorem is also invariant, that is, independent of the choice of the 
direct decomposition of the group ; the reader will have no difficulty in 
proving this with the help of the complete system of invariants. These 
numbers are sometimes called the torsion coefficients of G; the orders of 
the primary cyclic summands will be called for brevity the finite invariants 
of the group. 

Through the subgroup theorem we have obtained a complete picture of 
the invariants of the subgroups of a finitely generated abelian group. But 
that does not exhaust all the possible questions that can be asked about 
these subgroups. For example, many mathematicians have investigated 
the total number of subgroups of a finite abelian group or the number of 
subgroups of one special form or another. In this direction there is the 
following problem : If a finite primary abelian group is given by its in­
variants and if a basis is chosen in the group, is it then possible to enumerate 
all the subgroups of the group by assigning to each a certain "canonical" 
basis? Such a basis ought to be uniquely determined by the choice of the 
basis of the group and it ought to be "best possible" in a certain sense. A 
solution of this problem was given by Birkhoff [3]." 
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§ 21. The ring of endomorphisms of an abelian group 

For the endomorphisms of an abelian group G we can introduce, apart 
from the multiplication studied in § 12, an operation of addition. The sum 
of two endomorphisms x and fJ is defined as the mapping that carries every 
element a of G into 

ax+ a1j, 

a (x + '1)) = ax+ a1j. 

This mapping is also an endomorphism of G, since 1 

(a+b)(x+ '11) = (a+b)x+<a+b)1j =(ax+ b"'J+ 
+ (a'1l + b'1j) =a (x +'I)+ b (x + '1J). 

The addition of endomorphisms is commutative and associative. The null 
endomorphism plays the role of the zero. If X is an endomorphism of G, 
then the mapping- x that carries every element a of G into- ax, 

a (-X)= -ax, 

is also an endomorphism, for 

(a+ b)(- X) = -(a+ b) x =-(ax+ lryJ =a (- x) + b (-xJ, 

The sum of the endomorphisms x and - x is the null endomorphism. We 
can, therefore, introduce the subtraction of endomorphisms : 

X- '11 = X + (- '1)). 

Sums and products of endomorphisms of an abelian group are linked by 
the distributive laws : 

(Xt + X2) 'I= Xt'1l + X2'1J, 

• Yl (Xt + X<J) = '1l'Xt + '1lX2· 

For we have for an arbitrary aeG 

a l(Xt + xJ '111 = [a ttt + X2)] '11 = (aXt + ax2) '11 = 

(1) 

(2) 

= (ax1) 'I+ (axJ 'YJ =a (Xt'll) +a CX2"l) =a (XtYl + X2'tl), 
1 Here we use, in an essential way, the commutative law of the group operation in G. 

In the case of a non-abelian group G the sum of two endomorphisms l and '11 is an endo­
morphism if and only if G X. and G"t)-the images of G under these endomorphisms-are 
element-wise permutable. Such endomorphisms l and"'' are then called summable. 
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which proves (1). The proof of (2) is just as simple. 
All these results, together with those of § 12 on the multiplication of 

endomorphisms, are combined in the following theorem. 

The set of all endomorphisms of an abelian group is a ring with respect 
to the operations of addition and multiplication of endomorphisms. 

The endomorphisms of a non-commutative group do not form a ring, 
since it is not possible to perform additions and subtractions without restric­
tion. Properties of the systems of endomorphisms of a non-commutative 
group are studied in papers by Fitting [ 1, 4] . 

We shall now consider some examples. First of all, let us find the ring of 
endomorphisms of an infinite cyclic group. Let a be a generator of the group. 
An endomorphism carries a into an element na (where n is an integer) 
and is completely determined when n is given. Thus there exists a one-to­
one correspondence between the endomorphisms of an infinite cyclic group 
and the integers. If 

ax =.na, al] = ma 
then 

a(x'YI) = (na)l]==~(nm)a 

a(x + 'YI) = na + ma= (n + m)a. 

So we see that the ring of endomorphisms of an infinite cyclic group is 
isomorphic to I, the ring of integers. By the same method one shows that 
the ring of endomorphisms of a finite cyclic group of order n is isomorphic 
to I,., the ring of residue classes of I (mod n). 

Now let us find the ring of endomorphisms of R, the additive group of 
rational numbers. Every endomorphism of R is completely determined by 

the image of the number 1: if 1·x = r and if (..!..)X= r'. then nr' = 

( n · ~)X= r; hence r = ~, and therefore n 

(~)x=~ r. (3) 

Conversely, by choosing an arbitrary rational number r and defining the 
mapping X of R by the formula ( 3) we obtain an endomorphism of R. In 
this way we establish a one-to-one correspondence between the endomorph­
isms of R and the rational numbers ; but from 

it follows that 
1·x = r, 1· 'YI = s 

1· (X'YI) = rl] = rs, 

1· (x + 'YI)=r + s. 
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Hence the ring of endomorphisms of R is isomorphic to the field of rational 
numbers. Thus every endomorphism of R, except the null endomorphism, 
has an inverse and is therefore an automorphism. 

Finally, let us find the ring of endomorphisms of a group of type p oo. 

This group is given by generators 

ab~, ... ,a,., ... (4) 
and the relations 

pa1 = 0, pa,+1 =a, n = 1, 2, .... (5) 

An endomorphism X of this group is completely determined by giving the 
images of all the elements ( 4) ; and since all the elements of our group whose 
order does not. exceed pn lie in the subgroup {a,. } , we have 

a,x = k,a,, n = 1, 2, ... , (6) 
where 

0 <k,<p"'~ (7) 

furthermore, since the relations ( 5) must hold for the images of the elements 
(4), we have 

so that 
P ( a,H 1V = a,x, 

P (kn+1an+l) = kn+1an = k,a, 
Therefore 

k,+ 1 !5::! k, (mod p"'), n = 1, 2·, . . . • (8) 

Thus, to every endomorphism x of a group of type p oo there corresponds 
a sequence of natural numbers 

(9) 

subject to the conditions (7) and (8). To distinct endomorphisms there 
correspond distinct sequences, since at least one an has different images 
under the endomorphisms. On the other hand, every sequence (9), subject 
to the conditions (7) and (8), defines an endomorphism, namely that given 
by the equations (6). 

Suppose now that besides the endomorphism x defined by the sequence 
(9) we have another endomorphism f) of the group of type p oo corres­
ponding to the sequence 

(10) 
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Then 
a,. (x + 'YJ) = (k,. + 1,.) a,., 

However, from the conditions (8) for the sequence (9) and similar condi­
tions for the sequence ( 10) we have: 

kn+l + 1,.+1 ;;:;::;a k,. + 1,. (mod p"), 

and these congruences remain valid if the left-hand sides are replaced by 
their positive remainders modulo pn+\ the right-hand sides modulo pn. In 
this way there correspond to the sum and product of the endomorphisms 
X and f) the sum and product of the sequences (9) and (10), obtained by 
component-wise addition and multiplication and subsequent reduction 
modulo pn at the n-th place. 

The set of sequences of the form (9) subject to the conditions (7) and (8), 
with addition and multiplication defined by the rules just described is there­
fore isomorphic to the ring of endomorphisms of a group of type p «l; that 
is to say, it is itself a commutative ring. This ring is called the ring of p-adic 
integers and plays a very significant role in various branches of algebra, 
mainly in the theory of fields and in topological algebra. Thus, the ring of 
endomorphisms of a group of type p «l is isomorphic to the ring of p-adic 
integers. 

The sequence (0, 0, ... , 0, ... ), which corresponds to the null endo­
morphism, is the zero of the ring of p-adic integers, and the sequence 
( 1, 1 , ... , 1, ... ) , which corresponds to the identity automorphism, is 
the unit element. Further, since an endomorphism of a group of type p «l 

is an automorphism if and only if it does not carry the element a1 into zero, 
we find that the p-adic integer (9) has an inverse if and only if k1 =1= 0. 

In the same way we could prove a number of other properties of the ring 
of p-adic integers. We shall only show that this ring has no divisors of zero. 
For, the image of a group of type p«l under any non-null endomorphism is 
the whole group and not a proper subgroup, and therefore the result of 
performing two non-null endomorphisms in succession cannot be the null 
endomorphism. 

We now pass on to the problem of the ring of endomorphisms of a direct 
sum. For this purpose it is convenient to introduce the concept of the 
group of homomorphisms of one abelian group into another. We consider 
the set of all homomorphic mappings of an abelian group A into an abelian 



156 PART Two. VI. FoUNDATIONS OF THE THEORY oF ABELIAN GROUPS 

group B and define the sum of any two homomorphisms X, f) of this set 
by the formula 

a(x + fl) =ax +at'), aeA. 

The proof that the mapping x + f) is a homomorphism and that the set of 
homomorphisms of A into B is in this way turned into an abelian group 
is a literal repetition of the one we gave at the beginning of this section for 
the special case of the addition of endomorphisms. 

We note that if three abelian groups A , B , and C are given, then we can 
also speak of the product of a homomorphism of A into B by a homomorphism 
of B into C, defining it as the result of performing the homomorphic map­
pings in succession; it is, of course, a homomorphism of A into C. 

Now let G be an abelian group represented as a direct sum of a finite 
number of groups H" n 

0=~H4• 
4=1 

We denote by R~ the ring of endomorphisms of H,, and by R,1 for i =I= j, 
the group of homomorphisms of H, into H 1• Then the following theorem 
holds (see Ki§kina [ 1] ) . 

n 

The ring of endomorphisms of the group a= l: H, is isomorphic to the 
4=1 

ring of square matrices (X#) of order n, where x,1eR,1 and where the oper-
tions of addition and multiplication of matrices are defined in the usual way.1 

For let us associate with every matrix (X,1) of this form a mapping X of G 
into itself which is defined as follows: If g£ G and 

then we put n n 

n= ~ ~h,x,1. 
. 4=1j=1 

It is easy to see that this mapping is an endomorphism of G. Conversely, 
every endomorphism X of G corresponds in this sense to a matrix ; for if h, 
is an arbitrary element of H, and if 

1 Note that with matrices of the given form not only addition but also multiplication 
can always be performed and that the resulting matrices are obviously themselves of 
the same form. 
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then we put 

the mapping "JM is obviously a homomorphism of H, into H 1• The proof 
that this one-to-one correspondence between the endomorphisms of G and 
the matrices of the form ( "JM) preserves sums and products is not difficult 
and is left to the reader. It follows, in particular, that the matrices of the 
form ( "'JI) actually form a ring. 

From this theorem and results of § 12 it follows that the group of auto­,. 
morphisms of a = ~ H 4 is isomorphic to the multiplicative group of those 

1=1 
matrices of the form (x,1) that have an inverse in the ring of all these 
matrices. The identity automorphism of G corresponds to the matrix that 
has the unit elements of the rings R" down the main diagonal and zeros 
elsewhere. 

Let us apply these results to the case of finitely generated abelian groups 
which, as we know, are direct sums of infinite and finite primary cyclic 
groups. We have already studied the rings of endomorphisms of cyclic 
groups. It is now easy to prove the following statement : If A and B are two 
infinite or finite primary cyclic groups, then the group of homomorphisms 
of A into B is 1) isomorphic to B if A is infinite, 2) cyclic of order pmln(k,l) 

if A and B are primary with respect to the same prime number p and are 
of order pk and p', respectively, 3) null in all other cases. We observe, 
further, that if {a}, { b}, and { c} are three cyclic groups and if rp is a 
homomorphism of the first into the second and 1p a homomorphism of the 
second into the third, where 

arp=kb, b1p=lc, 
then 

a(rp1p) = (kl)c. 

Therefore, if we regard these groups of homomorphisms of cyclic groups 
as the additive groups of the ring of integers I and its residue-class ring I,., 
then we find that the product of homomorphisms corresponds to the product 
of the associated integers reduced, of course, modulo the order of { c} . 

We leave it to the reader to supply the details of the proofs of the state­
ments in the preceding paragraph and to obtain the actual description of 
the ring of endomorphisms of a finitely generated abelian group given by its 
invariants. We note only the following results, which refer to the case of 
free abelian groups. 
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The ring of endomorphisms of a free abelian group of rank n is isomorphic 
to the ring of all square matrices of order n with integer coefficients. 

The group of automorphisms of a free abelian group of rank n is iso­
morphic to the group of those square matrices of order n with integer 
elements whose determinants are + 1 . 

The groups of automorphisms and rings of endomorphisms of various 
classes of abelian groups are studied in a number of papers, particularly 
those by Shoda [ 11, [ 31, Baer [14 1, [271, Derry [ 11, Shiffman [ 1], 
Ki~kina [ 1 1 . 

§ 22. Abelian groups with operators 

In various applications of abelian groups with operators the domain of 
operators turns out to be an associative ring R with elements a, ~, y, 
where in addition to the conditions for operators 

(a.+ b)a=a.a + ba 

the following two conditions hold : 

a (ex + ~) = acx + a~, 
a (a~)= (acx) ~ 1 

(1) 
(2) 

They form a link between the group operation in G and the operations 
defined in the ring R. 

Only when conditions (1) and (2) are satisfied shall we say that the 
group G has an operator ring R. We shall then also say that G is a module 
over the ring R or, briefly, an R-module. 

( 1) and (2) are plausible conditions, because if we consider the ring of 
endomorphisms of an abelian group G or any subring of it as operator 
domain for the group, then ( 1) and ( 2) follow immediately from the defini­
tions of sum and product of endomorphisms. Further, if a ring is considered 
as a right operator domain for its additive group, then ( 1) and (2) become 
the distributive law for the ring operations and the associative law for the 
multiplication. Finally, the vector spaces over a field F which are studied 

1 We must keep in mind that the sign + on the left-hand side of ( 1) is the sign of 
addition in R, on the right-hand side it is the sign of the group operation in G. Similarly 
in (2) we should distinguish between multiplication of elements of R and the effect of 
an operator of R on an element of G. 
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in higher algebra are obviously F -modules. Note that every abelian group 
without operators can be regarded as a module over the ring of integers. 

From ( 1) it follows that 

aa=a(a + O)=aa + a•O, 

so that a • 0 = 0; that is, the zero element of the ring R as an operator 
corresponds to the null endomorphism of G .1 

Further, 

so that 

a( a- ~)=aa- a~. (1) 

If the ring R has a unit element e, then the operator e need not correspond 
to the identity automorphisms of G. For example, conditions ( 1) and ( 2) 
are satisfied if we put a a= 0 for every a of G and every a of R ; hut in 
this case the presence of an operator ring does not contribute anything 
to the study of the group G. The general case can easily be reduced to this 
extreme case and the case in which the operator e corresponds to the identity 
automorphism. 

For let G be an abelian group with an operator ring R that has a unit 
element e. We denote by H the set of all the elements a of G for which 
ae =a, and by K the set of all the elements of G for which ae = 0. Hand 
K are admissible subgroups of G and their intersection consists of the null 
element only. Their direct sum is G, because we have for every a of G 

a=ae +(a-ae), 

where obviously aeeH, a- aeeK. Clearly we have the right to restrict 
our investigations to the direct summand H as a group with operators for 
which e corresponds to the identity automorphism. In what follows, if we 
speak of an operator ring with unit element we shall always take this 
restriction for granted, in other words, we shall assume that 

ae=a (3) 
for all a of G. 

If G is a group with an operator ring R, then the set a of all elements 

1 The symbol 0 on the left-hand side is the zero element of R; that on the right-hand 
side, the null element of G. 
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a of R that annihilate a given element a of G, that is, for which aa = 0, 
is a right ideal of R, as equations (1') and (2) indicate. This ideal a is 
called the order of a. For ordinary abelian groups, that is, groups with the 
ring of integers I as operator ring, this definition agrees essentially with 
the usual one : if an element a has order n in the usual sense, then it is anni­
hilated by the multiples of n only, in other words, by the numbers of the 
ideal n in I. 

If the order of an element is the null ideal of R, then a is called an 
element of infinite order. In the additive group of a ring R without divisors 
of zero and with R itself as right operator domain, all the elements, except 
zero, have infinite order. The order of the null element of G is, of course, 
always the whole ring R, and it is the only element whose order is R, if we 
consider an operator ring with unit element (see condition ( 3) ) . 

If an operator ring R with unit element is studied, then the admissible 
monogenic subgroup of an element a of G (see § 15) consists of all P.Jements 
of the form a a, a E R. For these elements form a subgroup of G by ( 1), 
this subgroup is admissible by (2), a is contained in this subgroup by (3), 
and finally the subgroup is monogenic since every admissible subgroup 
containing a must also contain all the elements aa. 

The admissible monogenic subgroup of an element a is operator­
isomorphic to the factor groups R/a, where a is the order of a. In 
particular, if a is a two-sided ideal of R, then the monogenic subgroup of a 
is operator-isomorphic to the additive group of the residue-class ring R/a. 
For by associating the element a of R with the element aa of G we obtain 
by (1) and (2) an operator-homomorphic mapping of the additive group 
of R onto the monogenic subgroup of a, and it is precisely the elements 
of a that are mapped onto the null element. 

Every result of the general theory of abelian groups gives rise to the 
question : for which operator rings does this result remain valid? A revi­
sion of the contents of the theory of abelian groups from this point of view 
is far from complete, although it would be of considerable interest for the 
theory of rings as well. We restrict ourselves here to a few remarks con­
cerning results that have been proved in the preceding sections of this 
chapter. In order to avoid needless complication we shall assume that the 
operator ring R is a ring with a unit element and without divisors of zero. 

The periodic part F of a group G, that is, the set of all elements whose 
orders are not the null ideal, is a subgroup, provided that the intersection 
of any two non-zero right ideals of R is itself not the zero ideal. This sub­
group is admissible if we assume in addition that the ring R is commutative. 
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In that case~ the factor group G / F is also an R-module and all its elements 
other than the null element have infinite order. 

The theorem on the decomposition of a periodic abelian group into the 
direct sum of primary groups requires much stronger restrictions on the 
operator ring R . In any case, it is sufficient to assume that R is a com­
mutative principal ideal ring. 

The definition of linear dependence of elements preserves its meaning in 
groups with any operator ring R. If we assume this ring to be commutative, 
then the exchange theorem remains valid and the concept of the rank of a 
group can therefore be introduced. Under the same assumption it remains 
true that the rank of a group is equal to the sum of the rank of an arbitrary 
(admissible) subgroup and the rank of its factor group. 

In a group with operator ring R, the role of the infinite cyclic group is 
taken over by the additive group of R, considered as a right R-module; 
we can choose as generator the unit element of R or any divisor of the unit 
element. The direct sum of an arbitrary set of such groups will be called a 
freeR-module. If R is a commutative ring, then the rank of a freeR-module 
is equal to the number of monogenic direct summands. 

Every R-module is isomorphic to a factor group of a freeR-module, and 
if R is commutative, then an R-module with n generators is isomorphic to 
a factor group of a free R -module of rank n. 

This theorem is proved by means of an operator-homomorphic mapping 
of a free R -module with a suitable system of generators onto the given 
R -module, and an application of the homomorphism theorem for operator 
groups. 

If the right ideals of Rare principal, then every admissible subgroup of a 
free R-module, except the null subgroup is itself free. 

In order to prove this theorem we have to repeat the proof of the corres­
ponding theorem of§ 19, but with the following modifications: if we con­
sider in the given subgroup the elements with a given last index v, then we 
cannot say that among them there is an element with smallest positive last 
coefficient. However, it is easy to see that the last coefficients of all these 
elements form a right ideal in R, which by assumption is principal, that is, 
of the form aR. The element with last index v and last coefficient a will 
now play the role of the element with smallest positive last coefficient. 

In the paper by Everett [ 1 J it is proved that the conditions we have 
imposed on R -existence of a unit element, absence of divisors of zero, all 
right ideals are principal-are also necessary for the theorem on subgroups 
of a free R-module to be valid. 
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If we wish to extend to abelian operator groups the theorem on the con­
nection between the bases of a free abelian group of finite rank and the 
bases of its subgroups or the fundamental theorem on finitely generated 
abelian groups that follows from it, then we must impose much stronger 
restrictions on the operator ring R. In the paper by Teichmiiller [ 1] it is 
proved that these results remain valid provided that all left and all right 
ideals of R are principaU The special case of a Euclidean ring R is treated 
in Chapter XV of the second edition of van derWaerden's Modern Algebra9 

1 See § 24 of the first edition of this book. 



CHAPTER VII 

PRIMARY AND MIXED ABEUAN GROUPS 

§ 23. Complete abelian groups 

The theory of primary abelian groups is one of the richest and deepest 
branches of the whole theory of groups ; the theory of countable primary 
groups, in particular, has attained its final form. A number of separate 
theories-the theory of complete groups, the problem of serving subgroups, 
and others-have gradually emerged from the framework of the general 
theory of primary groups. It is expedient to treat the theory of primary 
groups in close connection with the theory of mixed abelian groups, all the 
more because this method leads to a natural approach to the main problem 
in the theory of mixed abelian groups; namely, the problem of their decom­
position into the direct sum of a periodic group and a torsion-free group. 

We begin with the study of an important class of abelian groups which 
is, in a way, dual to the class of free abelian groups. 

An abelian group G is called complete 1 if for every element a of G and 
every natural number n the equation 

nx=a 

has at least one solution in G, or if each element a is divisible in G by every 
natural number. Obviously, for a group G to be complete it is sufficient 
that each element of the group be divisible by every prime number. 

It follows immediately from the definition that every factor group of a 
complete group is complete and that the direct sum of an arbitrary set of 
complete groups is itself a complete group. 

If an abelian group G contains a complete subgroup A, then A is a direct 
summand of G. 

For let B be one of the maximal subgroups of G whose intersection with A 
is the null subgroup; the existence of such a subgroup follows from a theorem 
proved in§ 7. A and B form a direct sum in G. Now if G contains an ele­
ment g not in A + B, then the intersection of the subgroups A + B and { g} 
cannot be the mill element, since otherwise the intersection of A and B + {g} 
would also be the null element, in contradiction to the choice of B. A mul-

1 Note that the term complete group is also used (§ 13, p. 92) for a group without 
center and without outer automorphisms. There is no danger of confusion between the 
two concepts. Complete abelian groups are also called di•oisible groups. [Trans.] 
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tiple of g therefore belongs to A + B ; that is, 

p g =a + b, aeA, beB; 

we can assume here that pis a prime number, for it is sufficient to replace g 
by a multiple that is not contained in A + B, while a prime multiple of 
the latter is contained in 4 + B . 

Now there exists an element cl in A such that p cl = a. Hence 

p(g-a')= beB,g-a'jA +B. 

We put g' = g- cl. Every element of {g', B} has the form kg'+ b', 
where 0 < k < p -l, b'eB. If the intersection of A and {g', B} is not 
the null element, then there exists an element a in A , a =F 0, such that 

a= kg'+ b'. 

Here k =F 0' since A n B = 0 ; but p g' EB and p and k are co-prime. Hence 
g' eA + B, which is impossible. On the other hand, the intersection of 
A and { g', B } cannot be the null element, because this contradicts the choice 
of B. Thus G=A +B. 

The sum of an arbitrary set of complete subgroups of an abelian group 
is itself a complete subgroup. 

For if complete subgroups Ae~ of an abelian group G are given, then 
every element of their sum has the form a« + a« + . . . + att.k , where 

1 1 2 

a« E~ •• If ll«
3 

eAcxJ,',pacx.=li«J,. i=l,2, ... ,k,thentheelement 
i ' ~ • ' • 

aa: + a« + .. _ + a« lies in the sum of the subgroups Ae~ and 
1 2 'k 

In particular, the sum A of all complete subgroups of an abelian group G 
is the unique maximal complete subgroup of G. In the direct decomposition 

G=A + G', 

which exists by the above theorem, the summand G' contains no complete 
subgroup. We shall call an abelian group reduced if none of its subgroups 
is complete. We therefore have: Every abelian group can be decomposed 
into the direct sum of two groups, one complete and the other reduced. An 
abelian group G may have many direct decompositions of this kind, but the 
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complete summand is always the same, and the reduced summands are 
therefore isomorphic. 

It is easy to give a survey of all complete abelian groups. Groups of type R, 
that is, groups isomorphic to the additive group of all rational numbers, are 
obviously complete, and so are groups of type p oo for all prime numbers p 
(see § 7). That every element of a group of type p oo is divisible by p follows 
from the definition of the group, and that it is divisible by every prime 
number q, other than p, is true even within the cyclic subgroup of order pn 
generated by that element. It now turns out that these groups and their 
direct sums exhaust all complete groups. 

Every complete abelian group is decomposable into the direct sum of a 
set of groups of type R and of groups of type p oo for various prime numbers p. 

For, the periodic part F of a complete abelian group G is itself complete, 
since every solution x of the equation nx =a has finite order if a has 
finite order. We therefore have the direct decomposition 

G=F+H, 

where H is torsion-free and complete (because it is isomorphic to a factor 
group of a complete group). In § 19 we proved that F is the direct sum of 
primary groups F 9 for distinct prime numbers p. Furthermore, every F 9 

is complete: if aEF 9 , then a solution of the equation p x = a has as its 
order a power of p and is therefore contained in F 9 , whereas every equation 
qx =a with (p, q) = 1 is known to be solvable even in {a}. 

It therefore remains to consider two special cases : a complete group 
that is torsion-free and a complete group that is primary with respect to p. 

If G is a complete torsion-free group and a an element of G, a =F 0, then 
there exist elements t~t., a2 , ••• , a,., . . . in G such that 

a:t=a, na,.=an-1, n=2, 3, ···· 

These elements generate in G a subgroup of type R (see Example 2, § 18). 
Let M be a maximal linearly independent system of G. We embed each 
element of Min a subgroup of type R in the way just described. It follows 
from the linear independence of M that the sum G' of all these subgroups 
is direct. Now G' must be equal to G. For, every element b of G is linearly 
dependent on M, so that we have an equation 
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where n =F 0, a1, CZ2, ••• , arEM. Since G' is complete, we can find an 
element c in G' that satisfies the same linear relation. Hence 

n(b- c)= 0, that is, b = c and G' =G. 

We now tum to the case of a group that is p-primary and remark, first 
of all, that every element of a complete primary group is contained in a 
subgroup of type p oo. For if a is an element of order pk in a complete group, 
then we put 

Now we choose as ak+ 1 one of the elements x for which p x = a; if the 
element an, n > k, has been chosen, then we choose as a,.+ 1 a solution of 
the equation p x = an. The elements a1, a2, ... , a,., ... obviously generate 
a subgroup of type p oo containing a. 

Hence, by the usual transfinite process, we can construct a set of sub­
groups of type p oo in the complete primary group G such that their sum G' 
is direct and that no subgroup of G of type p oo has the null element as its 
intersection with G'. We now show that G' is equal to G. If G contains an 
element a outside G', and if G' fl {a} = 0, then we embed a in a subgroup 
of type p oo and obtain a contradiction to the definition of G'. If pk a€ G', but 
pk-1a t 0', then we can find an element cl in G' such that pkc/ = pka, 
because G' is complete. Now a- 0: is not null, but the intersection of its 
cyclic subgroup with G' is the null element, and we again have the previous 
case. We have thus shown that G is a direct sum of groups of type p oo. 

This completes the proof of the theorem. 
As a particular case of this theorem we see that the additive group of all 

real numbers, which is a complete torsion-free group whose cardinal number 
is that of the continuum, is decomposable into the direct sum, whose cardinal 
number is that of the continuum, of a set of groups of type R. 

Every direct decomposition of a complete abelian group can be refined 
to a decomposition into the direct sum of groups of type R and of type p oo. 

Any two decompositions of a complete group into the direct sum of groups 
of type R and of type p oo are isomorphic. 

The first part of this theorem follows from the fact that every direct 
summand of a complete group is itself complete-if G = A + B and 
n (a' + b') = a, where a, a'£ A, b' E B then n a' = a-and therefore, as we 
have shown above, is a direct sum of groups of type R and of type p oo. 
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For the proof of the second part, we take an arbitrary decomposition of 
the group G into the direct sum of groups of type R and of type p oo • If we 
select from every direct summand of type R of this decomposition one 
element, other than the null element, then we obtain a maximal linearly 
independent system of G. If now follows from results of § 19 that the 
number of direct summands of type R (that is, the cardinal number of this 
set) does not depend on the choice of the decomposition. On the other hand, 
if we take for a fixed p the sum of the direct summands of type p oo that 
occur in the given decomposition, then we obtain a subgroup A of G con­
sisting of all those elements whose order is finite and a power of p; clearly, 
this subgroup does not depend on the choice of the decomposition. The num­
ber of elements of A whose order is not greater than p is pn if there are n sum­
mands of type p oo; but if there are infinitely many such elements in A then 
the cardinal number of this set is the same as the cardinal number of the 
set of direct summands of type p oo in the given direct decomposition of G. 
This shows that the number of direct summands of type p"" (that is, the 
cirdinal number of this set) again does not depend on the choice of the 
decomposition. 

Every abelian group can be embedded in a complete abelian group. 

The following simple proof of this theorem is due to Kulikov [2]. We 
know that an abelian group G can be represented as a factor group of a free 
abelian group U 

G=U/N. 

We take any decomposition of U into the direct sum of infinite cyclic groups. 
We now embed each cyclic direct summand in a group of type R-just as, 
for example, the additive group of integers is embedded in the additive group 
of rational numbers-and take the direct sum of all these groups of type R. 
We obtain a complete group V containing U. The factor group V /N, which 
is also complete, contains U /N as a subgroup, that is, contains G. 

From this theorem we deduce the converse of the theorem that a com­
plete group is a direct summand of every abelian group containing it (see 
Baer [26]). 

If an abelian group G is a direct summand of every abelian group that 
· contains it as a subgroup, then it is complete. 

For G must be a direct summand of every complete group in which it is 
contained. But we know that every direct summand of a complete group 
is itself complete. 
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The following result, partly contained in the paper by Baer [26] and 
completely proved by Kulikov, supplements the theorem on the embedding 
of every abelian group in a complete group. 

In every complete abelian group containing a given group G there is at 
least one complete subgroup that is minimal among those containing G. 
Between any two minimal complete groups containing G there exists an 
isomorphism extending the identity automorphism of G. [An isomorphism 
(/)1 between two groups H 1 and K 1 is said to be an extension of an iso­
morphism q; between their subgroups Hand Kif hq; = k implies hq;1 = k,, 
h£H, kEK.} 

If G is complete there is nothing to prove. Assume that G is not complete 
and let G be contained in a complete group G. Since the union of an ascend­
ing sequence of complete groups is complete, there exist maximal complete 
subgroups of G whose intersection with G is the null element. Let H be 
one· of them. We have a direct decomposition 

where K can be chosen to contain G. K, as a direct summand of a complete 
group, is complete and is the required minimal complete subgroup con­
taining G. For if there exists a complete group K' between G and K 

then 
K=K' + K", 

that is, 
G=K' + (K" +H). 

The subgroups K" and, therefore, K" + H are complete, and smce 
(K" +H) n G = 0 we have a contradiction to the choice of H. 

Now let K 1 and K 2 be any two minimal complete groups containing G. 
Since G is not complete, it contains an element a such that for some prime 
number p the eq~ation 

px=a 

has no solution in G. Let b1 and b2 be s.olutions of this ·equation in K1 and 
Kh respectively. We obtain an isomorphism q;' between K/ = { G, b1 } 

and K:/ = { G, b2 } if we map the subgroup G identically onto itself and 
put 



§ 23. COMPLETE ABEUAN GROUPS 169 

Suppose that for all ordinal numbers ~ less than a we have already found 
subgroups K~>, of K1 forming an ascending sequence, and subgroups K~~>, 
of K 2 and isomorphisms tp(~>, mapping K~~> onto K~~, such that these iso­
morphisms extend one another. If a is a limit number, then we denote the 
union of the subgroups K~~>, by ~«), i = 1, 2, and define t:p<«) as the union 
of all isomorphisms tp<~>, ~ < a. But if the number a- 1 exists, then let ~ 

be an element of K,~m-l) such that for a certain prime number p the equation 

has no solution in Kl"-1); we denote a solution in K 1 by b1 • If a1(/Jc4 -
1
) = ~ 

and if b2 is a root of the equation 

in K 2 , then we put 

K (ex)- f:'V(Il-1) b } . 1 2 
4 - ,n. 4 ' ' ' t = ' . 

The mapping ,<~~> that coincides with q,Crx-l) on K ~~~- 1> and carries b1 into b2 
is an isomorphism between K~~~> and K~~~>. 

This construction terminates when the subgroups KY'> and K'~rx) are com­
plete, that is, when they coincide with K 1 and K 2 respectively. This concludes 
the proof of the theorem. 

We note that a complete group may have several minimal complete sub­
groups containing a given subgroup G. For example, take the direct sum 
of two groups of type p oo, a group A with generators 

a1 , a2 , . . . , a,. , . . . 
and with relations 

pa1 =0, pa8 + 1 =am n=1, 2, ... ,. 

and a group B with generators 

and with relations 

pb1 = 0, pb,H1 = bn, n = 1, 2, ... , 

then { a1 } is contained in the subgroup A as well as in the subgroup of 
type pIll generated by the elements 

ap a2 +b1, .. • , a11 +o,._ 1, ••• • 
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§ 24. Direct sums of cyclic groups 

We have already studied two classes of abelian groups that are direct 
sums of cyclic groups, namely free abelian groups-that is, direct sums of 
an arbitrary set of infinite cyclic groups-and finitely generated abelian 
groups-that is, direct sums of a finite number of arbitrary cyclic groups. 
These groups turned out to have a number of properties in common ; and 
we now wish to show that these are, in fact, properties of the direct sums 
of any set of arbitrary cyclic groups. Clearly we may assume that all the 
finite cyclic summands of these direct sums are primary with respect to 
various prime numbers. 

There exist several criteria for an abelian group to be the direct sum 
of cyclic groups. We shall only establish one such condition, which refers 
to the case of primary groups. But we first have to introduce a few con­
cepts that are essential for the whole theory of primary abelian groups. 

If G is a p-primary group, then the set G1 of all elements of G of order 
at most p is a fully invariant subgroup of G. We shall call this subgroup 
the lowest layer of G. lln a group G the set of all elements of a given order 
is said to form a layer of G. Infinite groups in which all layers are finite­
such groups are necessarily periodic-have been studied by L:emikov [ 12] ~1 

An element a of a p-primary group G is said to be of infinite height if for 
every k the equation 

pkx=a 

has at least one solution in G. But if this equation can be solved only for 
k < h, then we say that a is an element of finite height, or more precisely, 
of height h. 

[It follows from this definition that in every primary abelian group G the 
null element is an element of infinite height. If the null element is the only 
element of infinite height in G, then G is called a group without elements of 
infinite height (compare "group without center"). This slightly inaccurate 
but convenient terminology saves a lot of circumlocution later.] P 

Note that it would be more accurate to speak of the height of a in G, 
since the height of a in a subgroup H of G may turn out to be less than in 
G itself. 

The following properties of the height of an element are immediate con­
sequences of the definition. If a1 and a2 are two elements of a group G, of 
height h1 and h2 respectively, then a1 + ~ is of height h1 if h1 < h2, and 
of height at least h if h1 = h2 = h. If a is an element of height h, then 
P4 is an element of height at least h + 1. If a and b generate the same 
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cyclic subgroup of G, then they have the same height in G. If G is a direct 
sum, then an element that is contained in a direct summand has the same 
height in that summand as in G. The height of an arbitrary element of a 
direct sum is equal to the least height of its components. 

In complete primary groups, and in them only, every element has infinite 
height. 'Furthermore, if every element of the lowest layer of a primary 
group G has infinite height in G, then G is complete. For suppose that it 
has already been proved that all elements of G of order P" have infinite 
height. If a is any such element and b1 , b2 are two solutions of the equation 
p x = a, then b1 - b2 is of order p and therefore of infinite height. It 
follows from the first statement of the preceding paragraph that b1 and b2 

have the same height. However, since a is an element of infinite height, 
the equation p x = a must have solutions whose heights exceed any given 
natural number. So we see that all the solutions of p x = a for any element 
a of order P"-in other words, all elements of order pn+ 1-must have infinite 
height in G. 

We now prove the following criterion of Kulikov [2]. 

KuLIKov's CRITERION. A primary abelian group G is a direct sum of cyclic 
groups if and only if it is the union of an ascending sequence of subgroups 

A<11 s; A<2> s; ... c: A<n> s; ... (1) 

such that the elements of each subgroup are of finite and bounded height in G. 

Proof. If G is representable as a direct sum of cyclic groups, then we can 
take as A <n>, n = 1 , 2, ... , the sum of those direct cyclic summands whose 
order does not exceed pn. 

Conversely, let G be represented as the union of the ascending sequence 
( 1) subject to the condition of the theorem. As x1 we select one of the 
elements of order p in A<1> with the greatest possible height in G; such 
elements exist, since the elements of A<1> are of bounded height in G. 

Suppose now that for all ordinal numbers a less than a certain ~we have 
already chosen elements x" satisfying the following conditions: 

1) all the elements x" have order p; 
2) if x" is contained in A<n>, then it is not in A<n-1>, and if Ha. is the 

subgroup generated by all x"' with a'< a, then: 
a) H" contains the lowest layer A~n-l) of A<n-1)~ 
b) x" is not contained in H a. and has maximal height in G among all 

elements of A <n> outside H "' 
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If the subgroup HIJ generated by all x", a<~, does not coincide with 
the lowest layer G1 of G, then we choose XfJ in the following way: It 
follows from 2a) that there exists an n such that all x" are contained in A <n>, 
but not all are contained in A<n-1>. If HIJ does not coincide with A~"', then 
we take as ..t"IJ one of the elements of order p of A<n> lying outside HIJ and 
of maximal height in G. But if H /J and AfnJ are equal, then we take an 
analogous element from the smallest subgroup of the sequence ( 1) whose 
lowest layer is greater than A~"'. In both cases we obviously appeal to 
the conditions on the subgroups A <n> imposed by the theorem. 

The selection of the elements x" can thus be continued as long as they 
do not generate the lowest layer of G. Suppose this occurs when the x" 
have been chosen for all a less than y. It follows from 1 ) and 2b) that the 
lowest layer of G has the direct decomposition 

{2) 

Let h" be the height of x" in Gandy" an element of G for which 

By (2), the cyclic subgroups { y"} form a direct sum which we denote by F, 

(3) 

Let us show that every element z of G of order p has the same height in F 
as in G (z is an element ofF, since G1 ~F). By (2), scan be written in 
the form 

where the element x~,,. i = 1, 2, ... , n, is a multiple of xCII, and therefore 
has the same height in F as in G. In view of the direct decomposition ( 3), 
the height h of s in F is the smallest of the numbers h~~.,, i = 1 , 2, ... , n. 
The height of this element in G cannot be less than h ; we show that it cannot 
be greater. Let k be the index for which h,.k = h but ha.1 > h for i > k. 
Then in the sum 

the second term either does not occur (if k = n) or its height in G is 
greater than h. As for the first term, it is not contained in H.,., and its 
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height in G cannot be greater than the height of x(llc in G, so that ha.k = h, 
otherwise we would have a contradiction to condition 2b) imposed on the 
choice of xCl'k" Thus z is a sum of two elements with distinct height. Hence 
its height is equal to the smaller of the two heights, that is, does not exceed h. 
This proves that z has the same height in F as in G. 

Suppose now that F is different from G. Let g be an element of G of 
smaLlest order outside F, and let its order be ps; clearly s > 2. The element 
ps-l g is of order p and therefore belongs to F; we have proved that it has 
the same height in F as in G. There exists, then, an element f of F such that 

The order of the element g- f does not exceed ps-1, that is, g- f is con­
tained in F. But then g must also be contained in F, contrary to our assump­
tion. This shows that F = G and completes the proof of the criterion. 

From this criterion we deduce the following two theorems ( Priifer [ 2] ) , 
which are fundamental in the theory of primary abelian groups. 

PRUFER's FIRST THEOREM. Every primary group in which the orders of 
the group elements are bounded is a direct sum of cyclic groups. 

For in this case the heights of all elements of the group are finite and also 
bounded, so that we can apply Kulikov's criterion, putting all the A (n) 

equal to the group itself. 

PRUFER's SECOND THEOREM. Every countable primary group without 
elements of 'infinite height is a direct sum of cyclic groups. 

For since the group is countable it can be represented as the union of an 
ascending sequence of finitely generated subgroups, and these subgroups, as 
periodic commutative groups, are all finite. The heights of the elements of 
each of these subgroups are finite, and since there is only a finite number 
of them, they are bounded. 

Kulikov's criterion also leads to a simple proof of the following result: 
If a primary group G is a direct sum of cyclic groups, then every subgroup 

H of G is also a direct sum of cyclic groups. 

For by Kulikov's criterion G is the union of an ascending sequence of 
subgroups A (n), n = 1, 2, ... , where all the elements of each subgroup A (n) 

have finite and bounded heights in G. If 

a<n> = H n A<n>, n = 1, 2, ... ' 
then all the elements of each subgroup B (n) have finite order in G and a 
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fortiori in H, and also bounded heights. H is, however, the union of the 
subgroups B<n>, and we can therefore again apply Kulikov's criterion. 

We shall now leave the study of primary groups and return to the general 
case. The preceding result and the theorem on subgroups of free abelian 
groups at the end of § 19 lead to the following general result. 

If an abelian group G is a direct sum of cyclic groups, then every sub­
group H of G is also a direct sum of cyclic groups. 

For if G* is the periodic part of G, then G, as the direct sum of cyclic 
groups, is the direct sum of G* and of a free subgroup K. The factor group 
of our subgroup H with respect to its periodic part H* is, by the isomorphism 
theorem, isomorphic to a subgroup of G/G*, that is, is isomorphic to a 
subgroup of K. Therefore H / H* is itself free, as a subgroup of a free 
group, and by the theorem at the end of § 19, His the direct sum of H* 
and a free subgroup. Furthermore G* is the direct sum of primary sub­
groups for distinct prime numbers p, and each of these primary subgroups 
is a direct sum of cyclic groups. H* is the direct sum of its intersections 
with these primary subgroups, and it now remains to apply the preceding 
theorem on the subgroups of a direct sum of primary cyclic groups. 

If an abelian group G is a direct sum of cyclic groups, then every direct 
decomposition of G can be refined to a decomposition with cyclic direct 
summands. 

For by the preceding theorem every direct summand of G is a direct 
sum of cyclic groups. 

If an abelian group G is a direct sum of cyclic groups, then any two direct 
decompositions of G with infinite and finite primary cyclic summands are 
isomorphic. 

For the number of infinite cyclic summands in any direct decomposition 
is equal to the rank of G, that is to say, is independent of the choice of 
decomposition. Moreover, the direct summands of one of the given decom­
positions whose orders are powers of a prime number p generate a primary 
subgroup which does not depend on the choice of the decomposition. This 
permits us to confine ourselves to the case in which G is itself primary. 

We take one of the decompositions of G into the direct sum of cyclic 
groups and denote by A <n> the sum of the direct summands whose orders 
are pn ; if there are no such summands, we put A <n> = 0. Then 
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Similarly the lowest layer G1 of G decomposes into the direct sum of the 
lowest layers of the A (n) ,. 

a A<t> + A(2) + + A<n> + 1= 1 1 •.• 1 ••.• 

Let 
B (n) = A(n) + A(n+l) + • 1 1 ••. , 

then 

and 

It is easy to see, however, that the subgroup B<n>, n= 1, 2, ... , can be 
defined independently of the particular direct decomposition of G : B (n) 

consists of precisely those elements of order p in G whose height is not less 
than n - 1 . The subgroup A~n) is therefore defined by G itself up to iso­
morphism, and since A (n), as the direct sum of cyclic groups of one and the 
same order P", is completely determined by its lowest layer and the number 
n, we have established the isomorphism of any two decompositions of G 
into the direct sum of cyclic groups. 

The theorem on subgroups of direct sums of cyclic groups enables us, 
finally, to prove the following theorem : 

Every abelian group is the union of a countable ascending sequence of 
direct sums of cyclic groups. 

This is obvious for complete groups, since groups both of type R and of 
type p oo are unions of ascending sequences of cyclic groups. But in the pre­
ceding section we proved that an arbitrary abelian group G can be embedded 
in a complete group G; it is therefore the union of its intersections with those 
direct sums of cyclic groups for which the union of their ascending sequence 
is G. These intersections, however, are themselves direct sums of cyclic 
groups. 

§ 25. Serving subgroups 

A subgroup H of an abelian group G is called a serving (or isolated or 
pure) subgroup if for every element h of H and every natural number n 
the equation 

nx=h 
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can be solved in H provided that it can be solved in G. Examples of serving 
subgroups are the null subgroup, the group G itself, and every direct sum­
mand of G or of its periodic part. 

From the definition it follows that if H is a serving subgroup of G and K 
a serving subgroup of H, then K is a serving subgroup of G. Moreover, 
the union of an ascending sequence of serving subgroups is itself a serving 
subgroup. 

If His a serving subgroup of G, then in the natural one-to-one corres­
pondence between the subgroups of G/H and the subgroups of G that 
contain H, serving subgroups correspond to serving subgroups. 

For let A be a subgroup of G containing H. If A is a serving subgroup 
of G, and if there exists an element g in G such that 

n(g +H)= a+ H, aeA, 
then 

ng=a+heA; 

as A is a serving subgroup, there exists an element cl eA such that 
na' =a+ h, that is, 

n(a' +H)= a+ H. 

This proves that A/His a serving subgroup of G/H, and we have not even 
used the fact that H is a serving subgroup. 

Conversely, suppose that A/H is a serving subgroup of G/H and that 
there exists an element gin G such that ng =a, where aeA. Then 

n(g + H)=a + H, 

and therefore there exists an element a" in A such that 

n(a" +H)= a+ H, 
that is, 

n<l' =a+ h, heH. 

From the equation n g = a it follows that 

n(a''- g)= h, 

and as H is a serving subgroup, it contains an element .h' such that n h' = h . 
Thus, 

a= n(a"- h'), 
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and since a"- h' is an element of A we have proved that A is a serving 
subgroup. 

For primary groups the definition of a serving subgroup is equivalent to 
the following: A subgroup H of a p-primary group G is a serving subgroup 
of G if and only if every element of H has the same height in Has in G. For 
the division by any integer co-prime to p can be carried out even within 
every cyclic group of order pn. 

The following more general result holds : 

In order that H be a serving subgroup of a primary group G it is sufficient 
that every element of the lowest layer of H has the same height in Has in G. 

For suppose it has been proved that every element of H of order pn has 
the same height in Has in G and let h be an element of H of order pn+ 1 • 

If there exists an element g in G satisfying the equation pk g = h, then we 
also have pk+ 1 g = ph, and since ph is an element of H of order pn, we 
can, by hypothesis, find an element h' such that pk+ 1 h' =ph. Hence 

p(pkh'-h)=O, 

that is, the element pkh'- h of His of order p. But 

and therefore we can find an element h" in H such that pkh'- h = pkh". 
Hence 

h = pk(h'- h")' 

which shows that the height of h in H is the same as in G. 

If a serving subgroup H of a primary group G contains the lowest layer 
of G, then it is equal to G. 

For if G is distinct from H, let pn be the smallest order of the elements 
of G outside H, n > 1, and let g be one of these elements. Then p g is con­
tained in H, and since His a serving subgroup, it contains an element h such 
that p g = ph. Hence g - h is an element of order p and therefore belongs 
to H, and so g must also belong to H. 

We have mentioned above that every direct summand of an abelian group 
is a serving subgroup. The converse does not always hold. Every primary 
group G that is decomposable into the direct sum of cyclic groups with 
unbounded orders contains a serving subgroup that is not a direct summand 
of G. (See Priifer [2]). 
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For the proof we can confine ourselves to the case in which G is the direct 
sum of a countable set of cyclic groups whose generators a1 , lJ2, ••• , a,., . .. 

d 1t k k have the or ers p 1, p 2, ••• , p n, ••• , and where 

kl < I; < . . . < k,. < . . . . 
We denote by H the subgroup of G that is generated by the elements 

bb b2, ... , bn, ... , where 

b k -'k 
,. = a,.-p n+1 na,.+l' n= 1, 2, . . . . 

An arbitrary element h of H has the form 

N N 
h= l': l,b,.=l1a1 + l': (l,.-l,._ 1p"n-"n-t)a.-lNp'ltN+1-11HaN+t" (1) 

•=1 •=2 

The height of this element in G is equal to the greatest exponent of p that 
divides all the coefficients of the generators a,., n = 1 , 2, ... , N + 1, on the 
right-hand side of ( 1). It is clear that then the same power of p also divides 
all the coefficients ln, n = 1, 2, ... , N, and therefore h has the same height 
in H as in G. This proves that H is a serving subgroup of G. 

The expression ( 1) of an arbitrary element h of H shows that H does 
not contain any multiples of ~ except the null element. Furthermore, the 
factor group G I H is a group of type p oo since it is generated by the elements 
a,.= an+ H, which are linked by the relations 

"- 1r -lc - -p 1a1 = 0, p ra+1 na,.+1 = a,., n = 1, 2, ••• , 

It follows that H cannot be a direct summand of G, for otherwise G would 
have a subgroup of type p oo, which contradicts the theorem of the preceding 
section on the subgroups of direct sums of cyclic groups. 

We shall now prove two theorems giving conditions under which a 
serving subgroup is a direct summand. The first of these theorems can 
be regarded as a generalization of the theorem of § 19, according to which 
every subgroup with a free factor group is a direct summand ; for every 
subgroup with a torsion-free factor group is easily seen to be a serving 
subgroup. 

If His a serving subgroup of the abelian group G and if the factor group 
G = G I H is a direct sum of cyclic groups, then H is a direct summand of G. 

For let 

0= ~{a.}. (2) 
• 
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In each coset ~ we can selec!_as representative an element aa whose order 
is equal to the order of ~ in G. This is clear if the order of a4 is infinite. 
But if it is finite and equal to n and if ~' is an arbitrary element of a4 , then 
naa.' belongs to H, and since His a serving subgroup it contains an element h 
satisfying the equation nh = naa.'· As a4 we can now choose a4'- h, 
which is obviously an element of aa. 

We denote by A the subgroup of G that is generated by all the elements ~. 
Hand A together generate the whole group G, and their intersection is the 
null element. For if his contained in this intersection, 

h = k1a«t + ... + k,,p•n' 

then we have in G the equation 

k1a~~.1 + ... + kna«n = 0, 

from which it follows by (2) that kii. = 0, i = 1, 2, ... , n. This means, 
however, that k1atl.( = 0, i = 1 , 2, ... : n and therefore h = 0. This estab­
lishes the direct decomposition 

G=A+H. 

The following theorem ( Priifer [2], Kulikov [ 1]) will be used frequently 
in the sequel. 

If His a periodic serving subgroup of an abelian group G and if the orders 
of the elements of Hare bounded, then His a direct summand of G. 

Suppose that the orders of all the elements of H are divisors of n. We 
denote by n G the set of all the elements of G that are divisible by n; this is 
easily seen to be a subgroup of G. The intersection of H and n G is the null 
element ; for every element of this intersection is divisible by n in G and 
therefore also in the serving subgroup H. But the n-fold multiple of every 
element of H is the null element. Therefore H and n G form a direct sum 
in G which we denote by L. 

L=H+nG. (3) 

We now consider the factor group G = G/nG and show that L = L/nG 
is a serving subgroup of it. We note first of all that the order of every 
element of G is a divisor of n and that every element of I can be written in 
the form h + nG, h£-H. Let h + nG be divisible by min G, 

m(g + nG)=h + nG, 
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so that 
mg=h + ng'. 

We can restrict ourselves to the case in which m is a divisor of n, n = mm', 
and therefore 

h=m(g-m'g'). 

Since His a serving subgroup it contains an element h' such that mh' = h; 
therefore 

m(h' + nG)= h + nG, 

which proves that I is a serving subgroup of G. 
Since the orders of all elements of GIL are bounded, G I I is the direct 

sum of a finite number of primary groups. By Priifer's first theorem (see 
the preceding section) each of these is, in turn, a direct sum of cyclic groups. 
By what we have proved above L is therefore a direct summand of G: 

(4) 

We denote by K the complete inverse image of KinG, that is, K =KinG. 
From ( 4) it follows that 

{L,K}=G, LOK=nG 

and therefore, by ( 3), 

{H,K}=G, HOK=O, 
that is, 

which is what we had to prove. 
From this theorem we can deduce a number of interesting corollaries 

{see Kulikov [ 1]) ; some of them will occur in § '29. Here we prove the 
following lemma (Priifer [2]). 

LEMMA. If an element a of a p-primary group G has order p and finite 
height n, then it is contained in a cyclic direct summand of G of order pn+ 1

• 

For let b be an element such that pnb =a. The lowest layer of { b} is {a}, 
and every element of {a} has the same height in { b } as in G. Hence, by 
what we have proved above, { b } is a serving subgroup of G, and since we 
can apply the preceding theorem, { b } is a direct summand of G. 

From this we obtain the following result. 
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Every indecomposable primary group is either cyclic or of type poo. For 
if all the elements of the lowest layer of a primary group G have infinite 
height in G, then G is complete, as we proved in the preceding section ; and 
since G is indecomposable, it is a group of type p oo. But if the lowest layer 
of G contains at least one element of finite height, then G has ~ ~':die direct 
summand, as we have .just proved, and since G is indecomposable, it is itself 
cyclic. Hence if a primary group is not a direct sum of cyclic groups and of 
groups of type p oo, then it cannot be the direct sum of indecomposable groups. 

§ 26. Primary groups without elements of infinite height 

A primary abelian group which is a direct sum of cyclic groups does not 
contain elements of infinite height : for we know that the height of an element 
of a direct sum is equal to the smallest height of its components, and the 
height of each element of a cyclic group is finite. Priifer' s second theorem 
(see § 24) shows that, as far as countable groups are concerned, the direct 
sums of cyclic groups exhaust all primary groups without elements of in­
finite height. For non-countable groups the corresponding theorem does 
not hold. This was shown first by Priifer [ 1] by means of a very complicated 
example; much simpler ones were later given by Ulm [2] and Kuro~ [9]. 
Kulikov [1, 2] has shown, further, that for any non-countable cardinal 
number m there exists a primary group G with the following properties : 
G is of cardinal number m, has no elements of infinite height, and does 
not admit direct decompositions in which the cardinal numbers of all the 
direct summands do not exceed a certain m' less than m. Moreover, Kulikov 
[2] has made a certain survey of primary groups without elements of infinite 
height which, while not amounting to a complete classification, is nevertheless 
sufficient to show that it is impossible to extend Priifer's second theorem to 
non-countable groups. The present section is devoted to an exposition of 
this theory of Kulikov. 

A subgroup B of a primary abelian group G is called a basic subgroup if 
it is a serving subgroup of G and a direct sum of cyclic groups and if the 
factor group G/B is a complete group. Thus in every complete primary 
group the only basic subgroup is the null subgroup. On the other hand, if G 
is a direct sum of p-primary cyclic groups, then G is a basic subgroup of 
itself and, if the orders of the elements are bounded, is the only one. 

Every primary abelian group G possesses basic subgroups. 

By the above remark on basic subgroups of complete groups we can 
assume that G is not complete. G has, therefore (see § 24), elements of 
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order p and of finite height which by the lemma at the end of the preceding 
section are contained in cyclic direct summands. Thus G has serving sub­
groups with elements of bounded orders. It follows from this and from 
the result at the beginning of § 25 that we can find in G an ascending sequence 
of subgroups 

(1) 

with the following properties : 

1) Every B,H n= 1,2, ... , is a serving subgroup of G. 

2) The orders of the elements of B .. do not exceed P"· 
3) Bn cannot be embedded in a larger subgroup with the properties 1) 

and 2). 

We denote the union of the sequence ( 1) by B. This is a serving subgroup 
of G, because it is the union of an ascending sequence of serving subgroups. 
Moreover, by Kulikov' s criterion ( § 24) B is a direct sum of cyclic groups. 
Since each Bn is a serving subgroup, n = 1, 2, ... , and the orders of its 
elements are bounded, the heights of all its elements are also bounded and 
finite. 

We show now that the factor group G I B is complete: We know from 
§ 24 that it is sufficient to show that every coset x + B of order p has infinite 
height in G/B. By assumption, we have px£B. But since B is a serving 
subgroup, it contains an element b such that p b = p x or p ( x- b)= 0. 
We can therefore assume that x itself has order p in G, that is, p x = 0. 

Now B .. , n= 1, 2, ... , is a serving subgroup of G, and the orders of its 
elements do not exceed P"· By what we have proved in the preceding section 
there exists a direct decomposition 

G =Bn +C .. , n= 1, 2, · · ·. (2) 

Accordingly x decomposes into 

x=y + z, 

where yeB.., zeC ... z is not the null element, since xis not contained in B; 
the order of z is therefore p. The height of z in G is not less than n. For 
otherwise, by the lemma of the preceding section, z is contained in a cyclic 
direct summand of C,., whose order does not exceed pn; but by (2) this 
contradicts property 3) of B... The element z = x- y is, however, con-
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tained in the coset x + B. This coset therefore contains elements of arbi­
trarily large height, so that x + B has infinite height in G I B. 

This proves that B is a basic subgroup of G. 
Any two basic subgroups of a primary abelian group G are isomorphic. 

Let B be an arbitrary basic subgroup of G. We know from § 24 that all 
decompositions of B into a direct sum of cyclic groups are isomorphic. The 
cardinal number of the summands of order pk, k = 1, 2, . . . in any such 
decomposition is obviously equal to the number of cyclic direct summands 
of the same order pk in a decomposition of the factor group B I P" B, where 
n > k and pn B is the subgroup of B that consists of all the elements of B 
whose height in B is greater than or equal to n. Therefore the theorem 
follows if we can show that the factor group B I pn B does not depend, in 
fact, on the choice of the basic subgroup B. 

We denote by pn G the subgroup of G that consists of all elements whose 
height in G is greater than or equal to n. Since B is a serving subgroup, 

(3) 
On the other hand 

{B, P"G} =G. (4) 

For if x is an arbitrary element of G, then since GIB is complete there 
exists an element y in G such that x and pny lie in the same coset of B; that 
is, x=P"Y + b, where beB. 

The isomorphism theorem now leads by ( 3) and ( 4) to the isomorphism 

Blp"B,_Gip"G. 

Thus, in all basic subgroups B of G the factor groups B I P" B for given n 
are isomorphic. This concludes the proof of the theorem. 

Let us apply these results to primary groups without elements of infinite 
height. We see that these groups can be split into disjoint classes such that 
in one class we have all the groups with isomorphic basic subgroups. Every 
primary group that is a direct sum of cyclic groups determines a certain 
class, since it can be considered, for example, as a basic subgroup of itself. 
The task of classifying all primary groups without elements of infinite height 
is therefore reduced to a survey of the groups with a given basic subgroup B. 

For this purpose we introduce a new concept. We take the decomposition 
of B into the direct sum of cyclic groups and denote by B<n), n = 1, 2, ... , 
the direct sum of the summands of order P" in this decomposition ; if there 
are no summands of that order, we put B<n) = 0. We then take the un-
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restricted direct sum (in the sense of § 17, end) of all the groups B<n>; 
we call the periodic part of this sum the closure of B and denote it by B. 
In other words, the elements of B are sequences of elements, one from each 
B<n> such that the orders of all the elements of every such sequence are 
bounded; addition of sequences is component-wise .. 

Since all the decompositions of B into the direct sum of cyclic groups are 
isomorphic, B is uniquely determined by B. It is easy to see that B is 
primary and contains no elements of infinite height. B is the subgroup of B 
consisting of those sequences that contain only a finite number of elements 
different from the null element. Hence a group B is equal to its closure B 
if and only if the orders or" the elements of B are bounded, since it is pre­
cisely in this case that there are only finitely many groups B<n> different 
from the null group. 

B is a basic subgroup of its closure. 

The fact that B is a direct sum of cyclic groups is part of our assump­
tion. To show that B is a serving subgroup of B we note that the sum 
-tn> B' +B"+ +Bl") 1 2 . d" d f B-~ ~ = . . . , n = , , ... 1s a trect summan o -
the complementary summand is the subgroup consisting of those sequences 
whose first n components are null elements. Therefore B, as the union of 
the ascending sequence of serving subgroups C<"> of B, is itself a serving 
subgroup of B. We show, finally, that the factor group BIB is complete. 
If x= (x1, x2 , ••• , Xn, ... ) is an arbitrary element of B then, since the 
orders of its components are bounded, for each k we can find an N such 
that for all n > N the height of Xn in B(n) is not less thank. Hence it follows 
that the height of¥= (0, ... , 0, XN, XN+t, •• • ) in B is also not less thank. 
But x' belongs to the coset x + B. This coset therefore contains elements 
of arbitrarily large height, atid so its height in the factor group BIB is infinite. 

We can now prove that there exist primary groups without elements of 
infinite height that are not direct sums of cyclic groups. 

Let B be a countable primary group (and therefore the direct sum of 
cyclic groups) having elements of arbitrarily large order. Its closure B 
therefore has the cardinal number of the continuum. B cannot be the direct 
sum of cyclic groups, since it would. then contain two non-isomorphic basic 
subgroups-B ·itself and B-in contradiction to the above theorem on the 
isomorphism of all basic subgroups of a given primary group. 

All primary abelian groups without elements of infinite height who~ basic 
subgroups are isomorphic to B are certain subgroups of the closure B of B, 
namely those that contain B and whose images in the factor group BIB arP 
complete subgroups. 
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For let C /B be an arbitrary complete subgroup of B /B. As a subgroup 
of B, C is primary and without elements of infinite height and B is con­
tained in C as a basic subgroup : for B is a serving subgroup of B, and 
therefore of C, and C I B is by hypothesis complete. So we see that C belongs 
to the class of groups we have to study. 

Now let G be an arbitrary primary group without elements of infinite 
height whose basic subgroups are isomorphic to B. We select one of these 
basic subgroups and denote it by B0 • We know that B has a direct 
decomposition oo 

B = l:B<">, 
n=l 

where B<n> is a direct sum of cyclic groups or order pn. Hence 

with B~n> c:= Ji.n). We introduce the notation 

so that 

and 
B0 =B~+B: + ... +B~Tc> +D<Jt>, 

a<Tc> = { n(i), p7t a}, 

where pk G, is, as before, the subgroup consisting of all those elements of G 
whose height in G is not less than k. We have shown above (see equa­
tion ( 4) ) that for all k, k = 1, 2, . . . we have 

0= {80, piOH 
therefore 

0 = {B!+B: + ... +B~rc>, a<i>}. 

Let X be an element in the intersection of s! + s: + ... + B~1c) and a<Jt>. 
As an element of the second subgroup it has the form x = y + z, where 
yED<k>, zEpkG. Since the elements x andy belong to B 0 , z= x-y is also 
an element of B0 ~ The height of z in G is not less than k ; so is its height 
in B0 , since B0 is a serving subgroup of G. However, all the elements of Bo 
whose height in Bois not less thank belong to D<k>. Therefore X', as the 
sum of two elements of D (k), is also contained in D (k), and since x belongs 
to B~ + B! + . . . + B~Tc>, it is the null element. 
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This shows that we have the direct decomposition 

O=B~+B!+ ... +B~~>+a<">, k=1, 2, ... ; (5) 

• G<k> . b (k+l> d of"+~> moreover, smce contams oth Bo an as subgroups, we also 
have 

in other words, the direct decompositions ( 5) are successive refinements 
of one another by means of a decomposition of the last summand. It follows 
that a given element x of G has one and the same component in the direct 
summand B~ra) of every decomposition ( 5) for k = n, n + 1 , ... ; we de­
note this component by Xn. 

By setting up a correspondence between each element x of G and the 
sequence (x11 x2, ... , x1U .. . ) of its components we obviously obtain a 
homomorphic mapping of G into the closure B of B-the orders of the 
components Xn do not exceed th~ order of x; that is, the sequence of com­
ponents is, in fact, contained in B. This mapping is even an isomorphism : 
for an element x that is mapped into the null sequence must lie in G<k> for 
k = 1, 2, ... , so that it has infinite height in G. But since G has no such 
elements other than the null element, we see that x = 0. In this isomorphic 
mapping of G onto a subgroup C of B, Bois mapped onto B: it is precisely 
the elements of B 0 that correspond to sequences of components with only 
a finite number of elements other than the null element, and every such 
sequence corresponds to some element of B 0 • Since GIBo is complete it 
follows, finally, that C I B is complete. This concludes the proof of the 
theorem. 

It should be noted that in the course of the proof the construction of the 
subgroup C of B onto which G is mapped isomorphically depends on the 
choice of the basic subgroup B0 of G. It is still an open question what the 
conditions are to which we must subject the complete subgroups C I B and 
C' I B of BIB to ensure that the corresponding subgroups C and C' of B 
be isomorphic. 

A number of further properties of primary groups that are closures of 
direct sums of cyclic groups can be found in the paper by Kulikov [2]. 
See also a paper by Kaloujnine [8]. 
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§ 27. Ulm factors. The existence theorem 

We now proceed to the study of primary abelian groups with elements of 
.nfinite height. One must not think that such a group necessarily contains 
l complete subgroup: if a is an element of infinite height in a group G, 
:hen the elements b,.,, n = 1 , 2, ... , satisfying the equations pn bn = a by 
no means have to lie in a single subgroup of type p oo The main theorem 
Jf the present. section will show that the structure of reduced primary 
groups is, even in the countable case, much more complicated than that of 
primary groups without elements of infinite height. The restriction to re­
duced groups to which we shall adhere in the following is justified by the 
results of § 23. 

Since the sum and difference of two elements of infinite height in a 
primary group G also have infinite height in G, the set of all elements of 
infinite height in G is a subgroup which will be denoted by G1

• We denote 
hy G2 the subgroup consisting of all the elements of infinite height in G1

• 

More generally, if we have already defined subgroups Ga. of G for all ordinal 
numbers a less than p (such that they form a descending sequence), then 
we take as GfJ the subgroup consisting of all elements of infinite, height in 
GfJ-l if p is not a limit number, and the intersection of all subgroups 
Ga., a< p, if pis a limit number. 

We obtain a descending sequence of subgroups of G 

0 = 0°=> 01 => •.• => 0~=> ... , 

which must become stationary at a certain index y. More accurately, there 
exists an ordinal number y whose cardinal number does not exceed the 
cardinal number of G itself such that o-r= aT+I, and therefore aT= a'' 
for all ~ > y. The equation aT= QT+l shows, however, that all the ele­
ments of QT have infinite height in Ql, so that aT is complete. Since we 
have assumed that G is reduced, 0 1 must be the null group. 

Let -r be the first ordinal number for which G't = 0. -r is called the type 
of the reduced group G. Groups that contain no elements of infinite height 
have type 1. 

If G is a reduced primary group of type -r, then for all a less than -r we 
form the factor groups 

The sequence 
-o -1 -a. a ' a ' ... ' a ' ... ' a < 't, 
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'is called the sequence of Ulm factprs of G. From the construction of this 
. sequence it is clear that it is completely determined by G itself and that the 
sequence of Ulm factors of (t', t1 < -r, is · .. ·· · ' - . 

.... (II a•+l -;::;8 . Q . a, , ... , U', ••• ,.<X<r<'t' .• 

The sighificance of the Ulm factors for the theory of primary groups will 
. become apparent later, particularly in the following section. 

In establishing the simplest properties of the Ultri. factors of ·a primary ·· 
group we shall make use of the following remark. Let the primary group: G 
be mapped homomorphi~ally onto a primary group H such that }he · · 
subgroup A of G that is mapped onto the nqll element of. H <;onsists 
entirely of elements of infinite ~}.eight in G. The11 tJz.e ~imagf! of.every • ·•· 
element of infinite. height in G is of infinite height in H; cqnversely every . . 
inverse image of an ele~nt'of infinite-height in His an element of i_nfin#e · 
_height in G .. The first statement follows immediately from 'the definifiorf'of 
a homomorphic mapping ; we prove the second. Let h b~ an element of 
infinite height in Hand gone of its inverse images<in G. If P"h'== h, h'~HJ 
and if g' is one of the inverse image~ of h'. in G, then. · 

P"g' · __ · g +a, aeA. 
. . . -

By O'Ur ;;tssumptiononA there exists an element !J in G such that pn~b .. -a·. 
Hence ·· ·· · · 

P"(g'-· .· b)== g, 

which shows that g has infinite height in G. .· . . .. . .. 
It follows, in particular, that all Ulm fa£ tors of a· primary group G ·.are . 

groups without elements: of infinite height. To see this we _need-only apply 
.···this remark to the naturaL homomorphism of GCi· onto the facto~ gr9\1P 
~~~*--a• .. ·. ··.· . .·· .· u U··· ~- ·• . , · . 

. We shall now prove that the group Fa 0 lOa, · G .$ ~, is a primary gt.oup 
. o£ type a al'ld that its sequence of Plin factors. is . ,_ . · . 

- _,.;... -s ao, a•, ... , a:; ... , <~<a. . . . 

· We consider the natu~al homomorphic ~apping ot G onto ·F:,: .. ·FrQtn the .. 
above remark it follows that -in this hom~morphism G1 is mapped onto P, 
arid since a1 ::2· aa, the factor group a1a1 =:;; ao and 'F/f:i r::::.FO are iso­
·morphi.c bythe theorem on the correspondence between•subgroups'in homo-

- morphic mappings. Suppose now that we have already provedJor alLa 
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less than ~ that Ga. is mapped onto pa. in this homomorphism. If ~ - 1 
exists, then, as above, we obtain that G/J is mapped onto FIJ and that 
a~-1 ~ p-t. If, however, ~ is a limit number, GIJ is again mapped onto 
FIJ, because the former is the intersection of all subgroups Ga., a < ~, the 
latter the intersection of their images. 

If a primary group G is the direct sum of groups H.., a:::: ~H.,, then for 

every a less than the type of G we have 
.. 

a·~I~ . .. 

Here we have of course put If! = 0, if a exceeds the type of H.,. 
We shall prove that for every ~ the subgroup GIJ is the sum (and 

clearly the direct sum) of all subgroups ffl. This will be assumed to hold for' 
all a less than~ (it is true for~= 0). If~ -1 exists, then a~-l = ~ m-2

, 

' and therefore every element of II. has infinite height in a~-., so that 
a' :! ~ m : on the other hand, if g is an arbitrary element of infinite 
height in a~-1 and g = :I h.,, h., E 11!-J then every h., must have infinite 

height in m-1
, and h~nce a~ s; l:H!. Therefore(/= I m-l' and as 

an easy consequence of the definition of a direct sum ., 

Q'-1 = a~-~~a~ ':::::::.~~-1/ffl =I :m-1 . 
., .. 

If, however, ~ is a limit number, then the assertion follows from the fact 
that GIJ is the intersection of all Ga., a < ~ . 

So far we have started from the definition of the type of a primary 
group and of its Ulm factors, and we have not been interested in the question 
whether every ordinal number can occur as the type of some primary 
group or whether it happens, for instance, that the sequence of subgroups 
a :::> a1 :::> ••• :::> a• :::> ••• always breaks off at a finite place. Also, we 
do not know what the conditions are to which a sequence of primary groups 
without elements of infinite height must be subjected if it is to be the 
sequence of Ulm factors of some primary group. A complete answer to 
these questions has been given by Kulikov. It is very complicated,however, 
and we restrict ourselves from now on to the consideration of countable 
primary groups. 

If G is a reduced primary group, then we know that its type 't has a finite 
or countable cardinal number. The Ulm factors of the group are countable 
primary groups without elements of infinite height and therefore, by Priifer' s 
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Second Theorem, direct sums of cyclic groups. We can say, further, (~nd 
the countability of the group does not play any role here) that the orders 
of the elements in all Ulm factors Gu., except possibly oT-l if 't- 1 exists, 
are not bounded. For if a < 't- 1, then· Gu.+ 1 =1= 0 and we can therefore 
find an element that has finite height in cu.+l but infinite height in cu.. 

Now it turns out that this necessary property of the Ulm factors is also 
sufficient in the countable case ; this is brought out by the following theorem 
(see 1 Zippin [ 1]) : 

ExiSTENCE THEOREM. Suppose that 'tis an ordinal number of an at most 
countable cardinal number and that for each a, 0 < a < l', a countable 
primary group Au. without elements of infinite height is given such that for 
all a except, possibly, a= 't- 1 (if 't is not a limit number) Au. contains 
.elements of arbitrarily large order. Then there exists a countable reduced 
primary group of type 't for which the sequence 

a<"C, 

is the sequence of Ulm factors. 

Proof. Every group Au. is,_ by Priifer's Second Theorem, a direct sum 
of cyclic groups. Let the generators of these cyclic groups be 

where ad has the order p"'«~. We define a group G in the following way : 
its generators are elements c(l,, in one-to-one correspondence with the ele­
ments ad (a assumes all values less that 't). With every Ctt.~ we associate 
either the equation p"«~cd = 0, or an equation p"alcd = c~1, where ~ > a, 
and the system of relations so obtained together with the relations of com­
mutatively shall form a system of defining relations for G. In addition we 
require that the following conditions be satisfied : 

1) Let an element c«l be given; if the relation associated with it is 
pntU.crr,~ = c"•'• and that associated with C111l 1 is p"a~'•Ca1l1 = Ct~.wl• and so on, 
then after a finite number of steps we shall reach an element c"1c' , whose 
associated relation is of the form p "sk1kc~~,'kill = 0. k 

2) If there are given: an element c~i' ~ > 0, an ordinal number y, less 
than ~, and a natural number N, then there shall exist an element err,~ such 
that 1 < 11 < ~' ntr., > N and that the relation associated with it has the 
form p"'a•cd . c~1. 

1 The paper by Zippin contains only a sketch of a complete proof of the theorem. 
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3) If 'tis a limit number, then for every y less than 't and every natural 
number N there shall exist an element cd such that 1 < a, nd > N and 
that the relation associated with it has the form p"a-tc., = 0. 

We shall show that a system of equations satisfying these three conditions 
actually exists and that the group G so defined satisfies the conditions of 
the theorem. The proof is by induction over the ordinal number 't. For 
't = 1, G is given by the generators c01 , c02, ••• , c0,, ••• and the relations 
p11

01c01 = 0; that is, conditions 1)-3) are satisfied and the group itself is 
isomorphic to Ao. 

Let us suppose at first that 't - 1 exists. Let G' be the group of type 
't -1 having the sequence 

as the sequence of its Ulm factors; this group is given by the generators 
cd, a < 't- 1, and the relations of the above type associated with these 
generators, and conditions 1)-3) as well, are satisfied. We now define 
G as follows: If the relation associated with ca~, a< 't-1 in G' is 
p"ucd = c~i t ~ < 't- 1, then the same relation shall be associated with 
Cu.t in G. But if the relation in G' is p"114cd = 0, then it is replaced in G 
by a relation p"alc-.~ = C-r-l,j· It is easy to see that we can arrange this 
such that condition 2) is satisfied for the elements C"t-1,1 ; for the set of 
elements C-;-1, c is at most countable, and if 't- 1 is a limit number, we can 
appeal to condition 3), but if 't- 1 is not a limit number, then there exist 
elements C-;-2,' with arbitrarily large exponent TLc-2, ,, and for all elements 
C,;-2,' of G' the associated relations have the form pfLc-2, 1c-;- 2, i = 0. 
Finally, we associate with the elements C-;-1, 1 relations p"-;-l, 1c-;-1, 1 = 0. 
We obtain a system of defining relations satisfying conditions 1) and 2) ; 
condition 3) does not come into play in this case. 

The abelian group G we have just constructed is, by 1), primary. We 
show that all elements err.~, a < 't, are different from the null element. We 
take an element cd and write down the relations 

nCk.i n 1 . o· • · ·, P "lcc«rc'k = cT.:-1,J• p -;- ·Jc"t-I,J = ' 
it follows from our construction that we must be led in this way to one of 
the elements c"t-I,J. We introduce the notation 
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We take, further, a group P of type poe with generators d1 , d2 , ••• , d .. , ... 
and relations 

pd1 =0, pd,.=d,._1, n=2, 3, .... 

If we now set up a correspondence between the element c Gi of G and the 
element dJ<s, I) of P, then all the defining relations of G are satisfied in P 
and all the elements c "' correspond in P to elements other than the null 
element. This shows that from the defining relations of G it cannot be 
deduced that any C"t is the null element. Moreover, we see that the order 
of c"' in G is pi<•·'>. 

We are now in a position to state by induction on a and by applying 2) 
that every element c"' is contained in G", the subgroup of G defined as at the 
beginning of the present section. In particular, all elements c't _1,, belong to 
0•-l. IfF is the subgroup of G that is generated by all elements c-r-1,,, then 
the factor group G / F is isomorphic to G'. Since G' is of type 't - 1 , it 
follows that there are no elements in G belonging to G '1:- 1 but outside F, so 
that F = 0'1:-1. Therefore it follows that Qrr. ~ Q'« ~A«, a < >t- 1. 
As to a'l:-1, this is the direct sum of the cyclic groups { c't _1,,} and is there­
fore isomorphic to A't-1' This follows from the fact that the defining rela­
tions exhibit G itself as the direct sum of subgroups each of which is 
generated by all those c"i whose cyclic subgroups contain a fixed element 
c't -t. J• G therefore satisfies all the requirements of the theorem. 

Now let 't be a limit number. Every group A«, 0 <a< 't, is the direct 
sum of cyclic groups with unbounded orders. This enables us to split A" 
into the direct sum of a countable set of subgroups each of which contains 
elements of arbitrarily high orders. Let this decomposition be 

By induction hypothesis there exists a group H" of type a + 1, with 

ftS its sequence of Ulm factors. We know already that the direct sum of all 
grgups H", 0 < a < 't will satisfy all the requirements of the theorem. 
The system of generators c Gi of this direct sum is obtained as the union of 
the corresponding systems of generators of the groups H", while the rela­
tions corresponding to them in these groups are preserved. Conditions 1) 

1 This choice of indices is obviously at our disposal. 
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and 2) are obviously satisfied. Condition 3) is also satisfied, since every 
subgroup Aa.a., 0 < a < 't, contains elements of arbitrarily high orders. 

This concludes the proof of the theorem. 

§ 28. Ulm's Theorem 

The main theorem of the preceding section tells us what an enormous 
variety of reduced primary groups exist, even in the countable case : an 
arbitrary ordinal with a countable cardinal number can be chosen as the 
type of such a group, and an arbitrary sequence of countable primary groups 
without elements of infinite height (with only one quite natural restriction) 
as the sequence of its Ulm factors. The type and the Ulm factors of a group 
can be used, in fact, not only for the construction of the wide variety of 
groups under consideration but also for their complete classification. This 
is the content of the following theorem. 

ULM's THEOREM. If two countable reduced primary groups A and B 
have the same type 't, and if for each a less than 't their Ulm factors A a. and Ea. 
are isomorphic, then A and Bare isomorphic. 

This theorem was first proved by Ulm [ 1] by means of the theory of 
infinite matrices and then by Zippin [ 1] by group-theoretical methods~ 
The theorem states that a countable reduced primary group is completely 
determined by its type and the sequence of its Ulm factors ; since, by 
Priifer's Second Theorem, every Ulm factor in the countable case is a direct 
sum of cyclic groups and therefore completely determitied by the number 
of cyclic direct summands of order pn (for all n), we can give every count­
able primary group by a system of numerical invariants. Naturally these 
systems of invariants turn out to be more complicated than those of finitely 
generated abelian groups. 

Let 

be the sequence of subgroups of A defined as in the preceding section : if 
a -1 exists, then Aa. is the subgroup of all elements of infinite height in 
Aa.-t, and if a is a limit number, then A a. is the intersection of all All, ~<a. 
Similarly we construct the sequence 

An element a of A is said to be of type a if it is contained in Aa. but not in 
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A 4 +1
• Every element of A has a certain type: if a given element is contained 

in all A/3, where~ is less than a limit number a, then it is also contained in 
their intersection, that is, in A 4 • 

Let X be a subgroup of A and a < t. The intersection X n A a is a sub­
group of A«. Suppose that in the natural homomorphism of A« onto the 
Ulm factor A11= A41/A«+l this intersection is mapped onto the subgroup Ai 
of Aa.. X is called a perfect subgroup of A if A~ is for each a a serving 
su"bgroup of A 4 • (For the definition of a serving subgroup see § 25.) 

The definition of the type of an element and of a perfect subgroup carry 
over to B, of course. 

Finally we introduce the following definition: Let XC: A and Yc:::B be 
isomorphic subgroups. An isomorphism q; between X and Y is called type 
preserving if the elements of X and Y that correspond under q; have the 
same type in A and B, respectively. 

The main tool in the proof of Ulm's theorem is the following lemma. 

LEMMA. Let q; be a type-preserving isomorphism between two finite 
perfect subgroups X of A and Y of B, cmd let a be an element of A, not 
contained in X. Then we can find a finite perfect subgroup X of A, con­
taining X and a, cmd a finite perfect subgroup Y of B, containing Y, such 
that X and Y are isomorphic and that the isomorphism ;p between them can 
be chosen as type preserving and as an extension of q;.1 

We remark, first of all, that it is sufficient to consider the case when 
paeX; if pnaeX, but p•-1 af,X, n > 1, then we can adjoin the elements 
pn-1a, pn-ta, ... , pa, a in succession and so reduce it to the special case. 

Let A. be the highest type among the elements of the coset X + a; it exists, 
because X + a has only a finite number of elements. Among all elements 
of type A. in X+ a let cl = x 0 +a be one of greatest height in AA. If the 
height of 0: in Al is n- 1 and if a'= pn-l(i, where a£ AA, then we put 

X= {X, a}. 

Then X is a finite subgroup and contains X as well as the element 
a=a!-x0 • We show that X is a perfect subgroup of A. 

Since pnaEA, every element of X has the form x=x + ka, where 
X£ X, 0 < k < pn. If x is an element of type a and of height h in A a. 

(1) 

then the element A4 +1 + x of the factor group A«/A«+l = A111 is also of 

1 Cf. p.168. 
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height h (by the definition of A4 +1
). We have to show that we can find 

in X an element X' of type a such that 

1 (A«+l + x') = A«+l + x. 

Fork= 0 and also for a< A. we have kaeAa.+t. In these two cases the 
assertion follows from the fact that X is a perfect subgroup of A. If a = A. 
and k is divisible by ph, k=phk', then we have by (1) x=ph(c-k'a). 
Since c- k'a£AA and X is perfect, it follows now that there exists an 
element x' in Al- n X such that 

hence 

A).+l+x= ,I'(A).+l +x' +k'a), 

where obviously x' + k'aeAl. n X. 
We now show that in all other cases ( 1) contradicts the choice of a'. 
Let pi be ~he highest power of p that divides k, k =pi k'; since k < pt$, 

we have j < n - 1 . k' and p are co-prime ; therefore there exist integers 
m and l, 0 < l < p, such that k' l = 1 + m p. Multiplying both sides of 
(1) by[pn-J-1, we obtain 

[pn-J-lx+ pn-ta + pnma p~+h-J-l (lc), 

and from pnaeX it follows that 

hence with pn-la =a' and lc = c'eA« 

x' +a'= pn+h-i-tc'. 

If now a> A., then it follows from x' + a'EA 4 that we can find in the coset 
X+ a'= X+ a an element of type greater than A., which contradicts the 
condition imposed on a'. If a= A. but k is not divisible by ph, then j < h - 1; 
hence n + h - j- 1 > n. We have therefore found in X + a an element 
of type A. whose height in A,). is greater than that of a', namely n- 1, which 
again contradicts the choice of a'. This proves that X is a perfect subgroup. 

We know that P" a is an element of X and that its type is not less than A.. 
Since X is a perfect subgroup, we can find in it an element x 1 , of type A. or 
equal to the null element, and an element x2, of type not less than A. + 1, 
such that 
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If a=a-~, then 
n= p a=xi, (2) 

and again X= { X, a} . All elements k a, 0 <._3 < pn, lie outside X. We 
know, further, that the types of all elements of X outside X do not exceed A., 
because we have proved above that for k =1= 0 and for a > A. equation ( 1) 
cannot hold. It follows that A~ is the direct sum of A~ and of the cyclic 

A -l_ ;::z. ~+1 
subgroup of order · pn that is generated in A by the element a + A . 
The finite subgroup A~ is a serving subgroup of the Ulm factor K , 
because X is perfect, and is, by a result of § 25, a direct summand of Al. . 
-A, -l, 7). 
A.z is also a direct summand of A and we have shown, moreover, that A 
contains a cyclic direct summand of order pn whose intersection with A~ is 
the null element. 

We now proceed to consider B. A~ and .8~ are isomorphic subgroups, 
because q; is a type-preserving isomorphism between X and Y. 8~.as a 
finite serving subgroup of If, is a direct summand of it, and since ~y 
Priifer' s Second Theorem fiA is a direct sum of cyclic groups and, by assump­
tion, isomorphic to .A\ we can find in It a cyclic direct summand of 
order pn whose intersection with .8~ is the null element. Let b + B>.+i 
be a generator of this cyclic subgroup. Then b is an element of type A. in B, 
and pnbe Bl+1 If y2 is the element corresponding to .x-2 under q;, then 
y2 £B>.+landBl contains an element b0 such that fl"+lb0 = J'i -prt!J. Using 
the notation b = b + p b0 , we have 

(3) 
and we put 

Y={Y,b}. 

Note that pn-t"b;. Y. For from pn-lfj = y0 , Yo£ Y, it would follow that 

On transition to B'A this would lead to the existence of an element in the 
direct summand .8~ .+ { fi+1 + b} whose height in if would be greater 
than the height of its component in the direct summand {B>.+l + b}, and 
this is impossible. Hence it follows that Kr and { fi+t + · b} form a 
direct sum in B'A. 

From pn- 1 bt. Y and from equations (2) and (3) and the fact that X2 

and y2 correspond under q; it follows that X and Y are isomorphic: we 
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obtain an isomorphism (j> between these subgroups if we map X onto Y 
according to cp and the element ~ onto b. The isomorphism if; extends q;. 
Moreover, it is type preserving. For if two elements x = x + kli and 
y = y + k b, 0 < k < pn, correspond under ip, then xcp = y, so that x 
and y have equal type; hence x and y have equal type for k = 0. But if 
k ¥= 0 and the type of x and y is not A., then x and y again have the same 
type, since k a and k b have type A. and the type of a sum of two elements of 
different types is obviously equal to the smaller of the two types. Finally, 
if k ¥= 0 and x and y are of type A., then x and y are also of type A., since 
in A). the subgroup A~ and {A>.+l+;} form a direct sum (just as the 
subgroups B~ and { 8).+1 + b j do in ff ) . 

It remains to show that Vis a perfect subgroup of B. This can be done 
by repeating the reasoning that has been used above for proving that X is a 
perfect subgroup of A, provided that we now take instead of a the element D, 
and instead of cl the element pn-1b. For b is of height 0 in 8>. and the 
types of all elements of the coset Y + pn-tb" are not higher than the type 
of ptt-lb-; namely A. ; finally if we could find an element of type A. in this coset 
whose height in lP would be ~reater than n - 1, then we would obtain a 
contradiction, becauseB~+ {#+1+ b}is a direct summand of li: 

The proof of the lemma is now complete. 

The proof of Ulm's Theorem now follows without any further difficulty. 
We enumerate all the elements of A and of B by means of the natural num­
bers. Then we take the subgroups X 0 = 0 and Yo = 0. Suppose that for all 
k, 0 < k < n, we have already found subgroups XkEA, Y k£B, satisfying 
all the conditions of the lemma, and that for each k, k = 0, 1 , ... , n - 1 , 
the isomorphism ({Jk between X k and Y k extends the preceding ones. Then 
we construct subgroups X" and Y" on the basis of the lemma, and for 
odd n we choose a as that element of A outside Xn-1 which has the smallest 
suffix, while for even n we proceed similarly with an element of B. So we 
see that A is the union of the ascending sequence of subgroups 

and B the union of the ascending sequence of subgroups 

where Xn and Y" are isomorphic, n = 0, 1, ... , and the isomorphism 
({Jn between them extends ({Jn- 1 • Hence A and B are isomorphic. This 
completes the proof of Ulm's Theorem. 
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By means of Ulm' s Theorem and the existence theorem of the preceding 
section we can now prove the following theorem (see Baer [ 5] ) which is 
also .of interest for the general theory of direct products. 

If G is a countable reduced primary group, then any two direct decom­
positions of G have isomorphic refinements if and only if G is of type 1. 

For if 't = 1, then by Priifer's Second Theorem G is the direct sum of 
cyclic groups, so that we need only appeal to results of§ 24. If on the other 
hand 't > 1, then let the Ulm factor ~. 0 <a < -c: be decomposable into 
the direct sum of cyclic groups of the following orders : 

ptaa, 1, p"a, 2, ••• , p"o, k, ••• 

where1 ~. 1 < na, 2 < · · . < n,, 1c < ... , Let & = Aa + Ba, where .4.., is 
the direct sum of all cyclic direct summands of orders pn,,Jt. for odd k in the 
given decomposition of ~ while B, is their direct sum for even k. Then 
there exist groups A and B for which A0, A1, ••• , Aa, . •. and 8 0, 8 1, ••• , 

B,, ... are the sequences of Ulm factors. The Ulm factors of the direct sum 
A + B coincide with the Ulm factors of G and therefore, by Ulm's Theorem, 

But there exist also groups A and B with 8 0, A1, ••• , A,, . . . and 
A0, 8 1, ••• , Ba, ..• , as sequences of Ulm factors, and again 

G~A +B. 

That these two direct decompositions of G cannot have isomorphic refine­
ments follows easily from the theorem of the preceding section, which states 
that the Ulm factors of a direct sum are the direct sums of the corresponding 
Ulm factors of the summands. 

The problem of conditions under which any two direct decompositions 
of a non-countable reduced primary group have isomorphic refinements is 
still open: it is not even known whether here the condition 't = 1 is sufficient 
or necessary. We mention, without proof, a relevant result of Kulikov [21 : 
if a primary group G is the closure (in the sense of § 26) of a direct sum of 
cyclic groups, then every pair of direct decompositions of G has isomorphic 
refinements. 

1 Of course, this does not mean that in the decomposition of Q:t there occurs only one 
cyclic summand of a given order p"a, k. 
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In conclusion, we consider the problem of an extension of Ulm's ~heorem 
to the non-countable case. So far no theorem is known which reduces the 
study of reduced primary groups of an arbitrary cardinal number to the 
study of groups without elements of infinite height and which in the countable 
case goes over into Ulm's Theorem. The theorem that is obtained from Ulm's 
Theorem by simply omitting the word "countable" is certainly wrong: 
counter-examples have been found by Kulikov [2]. The groups of these 
examples have countable type. Below we present a counter-example of a 
primary reduced group of type 2 ; this has been communicated to the author 
by L. Y. Kulikov and is published here for the first time. 

KULIKov's ExAMPLE. We denote by z,, i = 1, 2, ... , a cyclic group 
of order p•, and by A the closure of the direct sum of all these cyclic groups 
(see§ 26). Thus, A is the group of sequences of elements, one from each 
group z,, and in every such sequence the orders of all elements are bounded. 
Let B be the subgroup of A that consists of all those elements of order p in A 
that have only a finite number of non-null components, and C the subgroup 
that consists of all those elements of order p that have only a finite number 
of non-null components with odd indices while the components with even 
indices are not subject to any restrictions. It is clear that 

where A1 is the lowest layer of A. 
We shall now prove that the groups H = A/ B and G =A/ C are non­

isomorphic reduced pritnary groups of type 2 with isomorphic Ulm factors. 

We put H*= AdB and show that H* consists of elements of infinite 
height in H. An arbitrary element h* of H* has the form h*= a+ B, 
where a is an element of A of order p ; we denote the i-th component of 
a by z,. If n is a fixed number, then z,, for every i > n, contains an ele­
ment z/ such that P" z/ = z,. We put z/ = 0 for i < n. Then 

z' = (z~, z~, ... , z~, ... ) 

is an element of A of order pn+ 1
, and P"z'- aEB, that is, P"(z' +B)= h*. 

This shows that h* has infinite height in H so that 

(4) 

where H 1 is the subgroup of elements of infinite height in H. 
Further, from H =A/ B, H*= Ad B there follows the isomorphism 

HI H*-:::=. A/ Al. 
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However A/ A1~ p A, since the mapping a~ p a, a € A, is a homomorphism 
of A onto p A with kernel A1. Therefore 

H/H*~pA. (5) 

Since p A , like A, contains no element of infinite height, we get from ( 4) 
and (5) 

(6) 

(7) 

We have therefore found the Ulm factors of H and have shown, in particular, 
that H is a reduced group of type 2. 

Now let us find the Ulm factors of G . If we put D = C / B then, using 
G =A/ C, H = A/B, we have 

G ':::t.H I D. (8) 

From Dc.H* and (6) follows DC:.H1 and therefore from (8) 

(9) 

where G1 is the subgroup of elements of infinite height in G : if h + D has 
infinite height in H/D, then for every n there exist elements hnEH and 
dn £ D such that pn hn = h + dn ; dn has infinite height in H, however, and 
therefore h also has infinite height. 

From (8) and (9) follows 
G/G1~H/H1• (10) 

On the other hand H 1 has, by ( 6), the cardinal number of the continuum 
and consists of elements of order p. This is also true for G1

: from (9), 
(6), and the definitions of H* and D it follows that 

but the factor group A1/C consists of elements of order p and has the car­
dinal number of the continuum. By Priifer's First Theorem we now obtain 
the isomorphism 

(11) 

This shows that G is a reduced group of type 2 and that the Ulm factors 
of G are isomorphic to the corresponding Ulm factors of H. 
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It remains to prove that the groups G and Hare not isomorphic. Taking 
into account that H 1C.H 1, G1 C. G1, where H 1 and G1 are the lowest layers 
of H and G, respectively, it is sufficient for our purpo.se to show that the 
factor groups HdH1 and GdG1 have different cardinal numbers. 

We know from (6) that H 1= AdB. On the other hand, it is easy to 
see that H 1 = L / B, where L is the subgroup of A that consists of all 
elements of order p and those elements of order p2 that have only a finite 
number of non-null components of order p2

• Hence it follows that 

H1/H1~LjAH 

and the factor group L/ A1 is countable. 
We now consider the factor group Gd Gt. First of all, 

(12) 

For since Dc.Ht, the complete inverse image of G1 in the natural homo­
morphism of H-onto G~H/D is H 1• However, it follows from (6) that A1 
is the complete inverse image of H 1 in the natural homomorphism of A onto 
H = A/ B . Hence the complete inverse image of G1 in the natural homo­
morphism of A onto G =A/Cis A1; this proves (12). 

On the other hand G1 = K/C, where K is the subgroup of A that consists 
of all elements of order p and those elements of order P2 that have only a 
finite number of components of order p2 with odd indices, while there can 
be infinitely many components of order p2 with even indices. Hence it 
follows from (12) that 

and the factor group K/ A1 has the cardinal number of the continuum. 
We conclude that the groups Hand G are not isomorphic. 

§ 29. Mixed abelian groups 

A mixed abelian group G is said to split if it is the direct sum of a 
periodic group and a torsion-free group. The periodic summand is then, 
of course, the periodic part F of G and the torsion-free summand is iso­
morphic to G /F. 

Among the groups that can be split are all direct sums of cyclic groups, 
in particular, all finitely generated abelian groups, and also all complete 
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groups. Below we shall show, however, that not all mixed abelian groups 
can be split. 

In view of this result, the fundamental problem in the theory of mixed 
abelian groups is to find splitting conditions, that is, conditions under which 
the study of mixed groups reduces to the study of periodic and of torsion­
free groups. 

In the course of the proof of the following theorem we shall construct 
some examples of groups that cannot be split. 

Let F be a given periodic abelian group. Every abelian group whose 
periodic part is isomorphic to F can be split if and only if F is the direct 
sum of a complete group and a group with elements of bounded orders. 

The following simple proof of the sufficiency of this condition is due to 
Kulikov [ 1] . 

Let F = F1 + F2, where F1 is a complete group .and F2 a group witl: 
elements of bounded orders, and let F be the periodic part of an abelian 
group G. We have shown in § 23 that the complete group F1 is a direct 
summand of G, 

The periodic part F' of G' is isomorphic to F2 , that is, its elements are of 
bounded orders and, since F' is a serving subgroup of G', it is a direct 
summand of G' by what has been proved in § 25. This shows that G can 
be split. 

We now proceed to show the necessity of the condition and first prove 
the following lemma. 

LEMMA. If a periodic group F is the direct sum of two groups, 
F = F' + F" and if there exists a group G that has F" as its periodic 
part and cannot be split, then the group H = F' + G, whose periodic part 
is F, cannot be split either. 

For if there were a split 

H=F + Ho=F'+ F"+ Ho, 

where Ho is torsion-free, then the factor group H/F', which is isomorphic 
to G, could also be split. 

This lemma permits us to confine ourselves to the case when F is reduced. 
If we suppose further that the orders of the elements of F are not bounded, 
then only two cases can arise : either in the decomposition of F into the 
direct sum of primary groups there occur direct summands in which the 
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orders of the elements are not bounded, or the number of direct summands 
is infinite. 

In the first case, we can assume by the lemma that F itself is primary. 
Thus, let F be a p-primary group containing elements of arbitrarily high 
orders. We denote by Fk, k= 1, 2, ... , the subgroup ofF that consists 
of all elements whose height is not less than k. Further, we choose in F 
two systems of elements~,~, ... , tli, ... and b1, b2, ... , b;,, ..• with 
the following properties : 

1) bt+l = b, + p1a,+1, b1 = a1, 

2) the orders of the elements b, increase unboundedly with i, 

3) b, has the smallest order among the elements of its coset with respect 
to F,. 

We construct these systems of elements in the following way: In one of 
the cosets of F1 (but not in F1 ) we choose any element of smallest order, 
say b1 , and put a 1 = b1 • Suppose that we have already chosen the elements b, 
and l7i and that the order of bt is pi. Since F is a reduced group with elements 
of unbounded order, we can find an element x whose height k is finite and 
greater than i + j. Let y be a solution of the equation pk y = x. We take 
the element b, + pi y and denote by bt+ 1 one of the elements of smallest 
order in the coset b, + p•y + FH 1 • If 

bi+1 = h, +ply+ pi+ 1 f, I E F, 

then we put lli+ 1 = y + pf, so that bi+t = b1 + p"ai+!" It remains to 
show that the order of bH 1 is greater than the order of bi. Now from 
pibH 1 =0 we would deduce pi+Jy+pt+i+lf=O, but since i + j < k) 

pky =X= pk+1 (-/), 

which contradicts the fact that the height of x is k. 
We now construct an abelian group G. Its system of generators consists 

of all the elements of F and of a countable set of elements v1, v 2 , ••• , vi, •.• , 

and its defining relations are the relations of commutativity, all the relations 
that hold between the elements ofF and, finally, the relations 

pv, + 1 = v 1 + lli, i = 1 , 2, ... , (1) 

where the elements Ctj are defined as in the preceding paragraph. Every 
consequence of the relations ( 1) can be written in the form 

n 

~ k,(pvH 1 -vi-a1)=0, · 
1=1 

(2') 
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where n > 1, k, are integers, and k,. ¥= 0. However, the element v,.+ 1 has 
in (2) a non-zero coefficient, and therefore it cannot follow from ( 1) that 
some element of F is equal to the null element in G, but not in F. In other 
words, F is a subgroup of G. We see, further, that from (1) there cannot 
follow a relation kv1 =a, where k ¥= 0, aEF; that is, the order of v1 is 
infinite. G / F is, therefore, a torsion-free group 1 and therefore F is the 
maximal periodic subgroup of G. 

Assume now that F is a direct summand of G, so that G = F + H. 
Then v,=f• +h., f,EF, h,EH, i= 1, 2, .... From (1) it follows, since 
a.€F, that 

In particular p/2 = / 1 + a1 = / 1 + b1• Suppose we have already proved that 

pC-lf4 =/1 + b1-1• 

Then 

and since p• fH 1 € F, we find that for i = 1 , 2, ... , the elements - h and 
b, lie in the same coset ofF,. Hence by the definition of b, it follows that 
the order of h is not less than that of b,; but the orders of the elements b, 
increase with i, and we obtain a contradiction because h is of finite order. 
This shows that F is not a direct summand in G. 

We now come to the second case where we assume that F is the direct 
sum of an infinite set of reduced primary groups, with respect to distinct 
prime numbers p~, P2, ... , p,, ... 

(3) 

In each subgroup F P. we take an element a, of zero height and construct 
an abelian group G i~ the following way : Its generators are all elements 
of F and in addition elements Vo, v11 ••• , v,, ... ; the defining relations are 
the relations of commutativity, all the relations that hold between the ele­
ments of F, and finally, the relations 

1 It is easy to see that it is isomorphic to the group R, of P-ic fractions, that is, 
fractions whose denominators are powers of p. 



§ 29. MIXED ABELIAN GROUPS 205 

As in the preceding case it is easy to see that F is the maximal periodic 
subgroup of G. 

Let us assume that F is a direct summand of G, so that G = F + H. 
Then v, = f, + h,, f,e,F, h,£H, i = 0, 1, 2, .... From ( 4) it now follows, 
since a,£F, that 

(5) 

Since fo is the sum of a finite number of components in the direct summands 
of the decomposition ( 3) we can find an index j such that the component 
of fo in F11J is the null element. If we denote the component of f1 in F9 J by 

//, then ( 5) for i = j leads to the equation 

PJJJ=ai, 

which contradicts the fact that a; has zero height in F 
11 

• 

This completes the proof of the theorem. 1 

Conditions for a mixed group G to split can also be studied in the form 
of connections between properties of the periodic part F and of the factor 
group G IF. This problem has been considered by Baer [ 13], but he imposes 
certain restrictions on the torsion-free group G IF; these restrictions are 
known to be satisfied when this group is countable. The theorem proved 
above is, in fact, a corollary of the results of Baer. Another approach to the 
same problem, by way of the properties of the automorphisms of mixed 
groups, is contained in a paper by Mi~ina [2]. A criterion for the splitting 
of a group can be found in a paper by Lyapin [2]. We remark that so far no 
conditions have been established which a torsion-free group H must satisfy 
in order that every abelian group having H as the factor group with respect 
to its periodic part should split. 

The problem whether a mixed group can be split must not be confused 
with the problem whether it can be decomposed. Here we have constructed 
examples of mixed abelian groups that cannot be split. However every 
mixed abelian group G is decomposable into a direct sum (Kulikov [ 1]). 

For if the periodic part F of G is complete, then F is a direct summand 
of G. But ifF is not complete then we can find, by results of § 25, a cyclic 
direct summand A of F. Then A is a serving subgroup of F and so is a 
serving subgroup of G ; and since it is a finite group (so that the orders 
of its elements are bounded) it follows, again from § 25, that A is a direct 
summand of G. 



CHAPTER VIII 

TORSION-FREE ABEUAN GROUPS 

§ 30. Groups of rank I. Types of elements of torsion-free groups 

Torsion-free abelian groups have been investigated much less thoroughly 
than primary abelian groups. The concept of the rank of a group (see § 19) 
is of prime importance, and groups of finite rank emerge as one of the main 
objects of study. The concept of a serving subgroup also plays a major role 
(see § 25). Other names used in the literature for serving subgroups in 
torsion-free abelian groups are isolated, or inextensible, or closed, or divi­
sion subgroups. 

In a torsion-free abelwn group an equation 

nx=a, n > 0, (1) 

cannot have more than one solution, because the difference of two solutions 
would be an element of finite order. Hence it follows that H is a serving 
subgroup of a torsion-free abelian group G if and only if G/H is torsion­
free. From the uniqueness of the solution of ( 1) it follows that the inter­
section of an arbitrary set of serving subgroups of a torsion-free abelian 
group G is itself a serving subgroup of G. We can therefore speak of the 
serving subgroup of G that is generated by a given set M of elements of G, 
namely the intersection of all serving subgroups of G containing M ; one 
such subgroup is known to exist-G itself. 

The serving subgroup generated by a set M of a torsion-free group G 
consists of all elements of G that are linearly dependent (in the sense of 
§ 19) on the set M. 

For if an element a is linearly dependent on M, that is, if a multiple of a 
is contained in { M}, then the serving subgroup generated by M, which 
clearly contaird { M}, also contains a. On tht! other hand, all the elements 
of G that are linearly dependent on M form a subgroup : the sum and differ­
ence of any two elements whose multiples lie in M have the same property. 
This subgroup contains M and is a serving subgroup of G : if n b = a and 
kae { M}, then (kn )be { M}, that is, b is linearly dependent on M. 

We know from § 23 that every abelian group can be embedded in a com­
plete abelian group. We can now state that every torsion-free abelian group 

206 
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can be embedded in a torsion-free complete group, in other words, in the 
direct sum of a set of groups of type R. This follows easily from the proof 
of the corresponding theorem of § 23, but can also be established directly : 
if a torsion-free group G is contained in a mixed complete group H, then 
the intersection of G with the periodic part of H is the null element, and 
therefore G is isomorphically mapped into the factor group in H of its 
periodic part, and this is a complete torsion-free group. 

Every abelian torsion-free group G of finite rank n can be embedded in a 
complete abelian torsion-free group of rank n, that is, in a direct sum of n 
groups of type R. 

For G can be embedded in some complete torsion-free group H. The 
serving subgroup G of H generated by G is itself complete. Moreover it 
has been proved above that every element of G is linearly dependent on G 
and therefore linearly dependent on every maximal linearly independent 
system of elements of G. Thus, the rank of G is n. 

It follows, in particular, that every torsion-free group of rank 1 is 
isomorphic to a subgroup of the additive group of rational numbers R. 
Therefore, when we obtain a classification of all abelian torsion-free groups 
of rank 1 , which is our next aim, we shall also obtain a classification, to 
within isomorphism, of all the subgroups of R. 

We introduce an auxiliary concept. A characteristic is an arbitrary 
sequence of the form 

where each a,. is zero, or a natural number, or the symbol oo. Two char­
acteristics a and 

are equivalent if a,. = {J"' for all n except, possibly, a finite number for 
which both a,. and ~"'are distinct from oo. All characteristics therefore fall 
into disjoint classes of equivalent characteristics; these classes are called 
types1 and are denoted by lower-case German letters a, b, c, .... 

Into the set of types we introduce a partial order in the following way : 
a < b if there exists a characteristic a of type a and a characteristic {J of 
type b such that for all n we have a"' < fJn ; of course, here we regard the 
symbol oo as greater than every natural number. The reader will have no 
difficulty in verifying the following statements : 

1 Other names are overtype and genus. 
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1) a<a; 
2) if a< b and b < c, then a< c; 
3) if a < b and b < a, then a = b, that is, the two types coincide. 

Among all types the greatest is that which consists of the single char-
acteristic 

(oo, oo, ... , oo, ... ); 

we shall call it the type R for a reason that will become apparent below. 
The smallest among all types is the type that contains the characteristic 

(0, 0, ... ' 0, ... ) ; 

we shall call it the null type. 
Let a and b be two types. We take characteristics a and ~ in them and put 

y,.=min (an, ~n), n= 1, 2, .... 

The type c defined by the characteristic 

(yl, Y2, •••' Yn' ... ) 

is easily seen to be independent of the choice of the characteristics a and ~ 
in a and b. It is the greatest type which is less than, or equal to, both 
a and b; we call it the Product of the types a and b, c = ab. In a similar 
way we can speak of the product of any finite number of types.1 

We can now proceed to the classification of torsion-free abelian groups 
of rank 1. Let P1, P2, ... , Pn, ... be the sequence of all prime numbers in 
ascending order. Let G be a torsion-free abelian group of rank 1 and a 
an element of G other than the null element. With G we now associate 
a characteristic a: we put a,.= 0 if Pnx = a has no solution in G, 
a,.= kif p,.k x =a has a solution but p!+1x =a has no solution in G, and 
a,.= oo if all equations Pn'x= a, i = 1, 2, ... , have solutions in G. It is 
easy to verify that when a is replaced by ma, where m is a non-zero integer, 
then there is no change in a,. if it is oo, but if it is finite and equal to k > 0 
an~ m = p~m', (pmm') = 1, then after the change it will be an = k + l; 
in other words, in this case a is replaced by an equivalent characteristic. 
The same will happen if a is replaced by any other element b of G, except the 
null element, since a and b have a common multiple. Conversely, if ~ is a 

1 We could also show that among the types that are greater than, or equal to, the 
given types a and b there is a smallest. In other words, the set of types is a lattice 
(see § 43). 
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characteristic equivalent to a, then we can replace a by an element b by means 
of which G is associated with the characteristic~. For if a,.-~~=~ > 0 
for n = i1, i2, ... , i11 and ~~- a,.= v~ > 0 for n = h, j2, ... , h, and if 
a~ = f3~ for all other n then we can take b as the solution of the equation 

P\)-lp\)-2 p\)osx- p"lp":a p"ta· ,., ... , -,J .... ,, 
1 :a s Jl a Jt 

and it is easy to see that the equation has a solution in G. 
So we see that every abelian torsion-free group of rank 1 corresponds 

uniquely to a well-defined type. Non-isomorphic groups correspond to 
distinct types. 

For if G is associated with a characteristic a by means of an element a, 
then the equation mx =a has a solution in G if and only if m is not 
divisible by a higher power of p,. than the an-th for every n for which 
a,.< oo; if b and c satisfy the equations pb =a, qc =a with co-prime 
p and q, then the equation (P q) x = a is satisfied by t b + s c, where 
p s + q t = 1. Therefore the homomorphism of G into the additive group 
of rational numbers R that carries the element a into the number 1 maps G 
onto the subgroup Ra of R that consists of all rational numbers whose 
denominators (in the reduced representation) are not divisible by a power 
of Pn higher than the ~-th, n = 1, 2, ... , if a,. < oo, and by an arbitrary 
power of P~ ii Cln. = oo. However, Ra is the unique subgroup of R that 
contains the integers and has the property that it is associated with the 
characteristic a by means of the element 1 . This shows that G is determined 
by the characteristic a up to isomorphism. We also obtain that for every 
type a we can find a subgroup of R associated with it. 

Therefore there exists a one-to-one correspondence between all types and 
all non-isomorphic torsion-free groups of rank 1. The group R itself corres­
ponds to the type R, which explains the name, the infinite cyclic group 
corresponds to the null type, and the additive group of P~-ic fractions (that 
is, the rational numbers whose denominators are powers of the prime num­
ber P~) to the type that contains the characteristic in which an= oo, and 
am = 0 for m =rf: n . We also mention that the additive group of rational 
numbers with square-free denominators corresponds to the type that con­
tains the characteristic 

(1, 1, ... , 1, ... ). 

If a torsion-free group G of rank 1 corresponds to the type a, then we 
shall say that G is a group of type a. 
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Our classification of groups of rank 1 is succinct and convenient. For 
example, the reader will easily prove that if G and H are two torsion-free 
groups of rank 1, of type a and b respectively, then G is isomorphic to a 
subgroup of H if and only if a < b. It follows that if each of the two groups 
G and His isomorphic to a subgroup of the other, then they are isomorphic. 
Our classification also gives an indication of the very great diversity of 
abelian torsion-free groups of rank 1; it shows, in particular, that the set 
of all these groups has the cardinal number of the continuum. 

We now return to the consideration of arbitrary abelian torsion-free 
groups. Let G be such a group and let a be one of its elements other than 
the null element. The serving subgroup A of G that is generated by a is of 
rank 1, because we have shown above that every one of its elements is 
linearly dependent on a. This subgroup is, then, the largest subgroup of G 
of rank 1 containing a. We shall call the type of the subgroup A the type of 
the element a. In other words, the type of a is the type of that characteristic 
which we obtain when we put a,.= k if Pnk x =a but not p,.k+ 1 =a can 
be solved in G, and an= oo if the equations of the form Pnk x =a can be 
solved in G for all k; here p,., n = 1, 2, ... , is the set of all prime numbers 
in ascending order. It is in this sense that we shall sometimes speak of the 
characteristics of an element a of a group G. 

We are now in a position to distinguish between elements (other than 
the null element) of a group G, by means of their types; this corresponds in 
a certain sense to the division of the elements of a primary abelian group 
into elements of .finite and of infinite height. Torsion-free abelian groups 
can therefore be classified according to the types of the elements they contain. 
In particular, we could select as a special object of study the groups in which 
all elements other than the null element have one and the same type a. How­
ever, a single such restriction is insufficient for the development of a deeper 
theory. True, it is easy to see that groups in which all elements, other than 
the null element, have the type R are complete and are therefore well known ; 
but the set of groups in which all non-null elements are, for example, of 
type null tum out to be difficult to classify. 

We mention a few properties of types of elements of an abelian torsion­
free group G that will be used in the following section : 

I. Two elements that are linearly dependent on one another have the 
same type. 

For these elements generate the same serving subgroup. 
II. If a and bare two elements of type a and b respectively, then the type 

of their sum a+ b (if it is not the null element) is greater than, or equal to, 
the product ab. 



§ 31. COMPLETELY DECOMPOSABLE GROUPS 211 

For if the characteristics of a and bare a and {1 respectively, then a+ b 
is in any case divisible by every power of the prime number Pn whose 
exponent does not exceed min (a,., ~n). Simple examples show, however, 
that this element may also be divisible by higher powers of Pn provided that 
an and ~n are finite and equal. 

III. If G =A + B, aEA, bEB, and if a and b are the types of a and b 
respectively, then the type of a + b is a b. 

For in this case the characteristic y of a + b is such that, for all n, 
Yn=min (an, ~11 ). 

Let G be an abelian torsion-free group and a an arbitrary type. By G (a) 
we denote the set that consists of the null element and of all elements of G 
whose types are greater than or equal to a ; if there are no such elements 
in G, then G(a)= 0. It follows from II. that G(a) is a subgroup of G, 
and I. shows that it is a serving subgroup of G. We denote by G' (a) the 
subgroup of G that is generated by all elements whose types are strictly 
greater than a. This subgroup is contained in G (a) and may be equal to 
it; in general, however, it need not even be a serving subgroup of G (a). 
The factor group 

G*(a) = G(a)/G'(a) 

may therefore have elements of finite order. 
These subgroups G (a), G' (a), and the factor group G* (a) will be used 

in the following section. 

§ 31. Completely decomposable groups 

After having dealt with torsion-free groups of rank 1 in the preceding 
section it is now natural to proceed to the study of abelian torsion-free 
groups that are decomposable into the direct sum of groups of rank 1 ; such 
groups are called completely decomposable (or completely reducible). This 
class of groups is rather wide : apart from all groups of rank 1 it comprises 
all free abelian groups as well as aJl complete torsion-free abelian groups. 
On the other hand, we shall show later that by no means are all abelian 
torsion-free groups completely decomposable. 

There exist several criteria for a torsion-free group to be completely 
decomposable (see Baer [ 15] , Lyapin [ 6] ) . However, all these criteria are 
very cumbersome to formulate and do not lend themselves to a further 
development of the theory of completely decomposable groups ; we shall 
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therefore not deal with them here. The problem of subgroups or factor 
groups of fully decomposable groups is also outside our scope : every abelian 
torsion-free group can be embedded in a complete torsion-free group and is 
a factor group of a free abelian group. We shall rather be interested in. 
properties of direct decompositions of completely decomposable groups and 
begin with the following theorem ( Baer [ 15] ) . 

If a torsion-free .abelian group G is completely decomposable, then any two 
decompositions of G into the direct sum of groups of rank 1 are isomorphic. 

Suppose we have an arbitrary decomposition of G into the direct sum 
of groups of rank 1, 

(1) 

If G has elements of type a, then the subgroup G (a) (see the end of the 
preceding section) is the direct sum of all summands in ( 1) whose type is 
greater than or equal to a. For since direct summands are serving sub­
groups, the type of every non-null element of A 4 is equal to the type of A 4 

itself, so that it remains to apply properties I-III of the preceding section. 
Similarly, G' (a) is the sum of all direct summands in ( 1) whose types are 
strictly greater than a. It follows that the sum of the direct summands in ( 1) 
whose type is equal to a is isomorphic to the factor group G* (a), that is, does 
not depend on the choice of the decomposition ( 1) : every decomposition of G 
into the direct sum of groups of rank 1 contains as many summands of 
type a as the rank of G*(a) (if it is finite) or the cardinal number of G*(a) 
(if its rank is infinite) . This completes the proof. 

The problem arises whether every direct decomposition of a completely 
decomposable group can be refined to a decomposition into the direct sum 
of groups of rank 1. In other words, is every direct summand of a completely 
decomposable group itself completely decomposable f A final answer to this 
question has not yet been obtained. The paper by Baer [15] contains a 
number of relevant partial results, some of which we shall now present. 

We begin by considering a group that is the direct sum of isomorphic 
groups of rank 1 and prove the following theorem. 

If an abelian torsion-free group G has a direct decomposition 

(2) 

in which all summands A 4 have rank 1 and one and the same type a, and if 
B is a serving subgroup of G, then B is itself a direct sum of groups of ra·nk 1 
and of type a. 
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Suppose the index a runs through all ordinal numbers less than a; we 
introduce the following notation : 

a<~>= ~ A«, 
«<~ 

B<~> = B n a<~>. 
For every ~ we have 

B'~> c: B(~H> - ' 
and eilher the equality sign holds or B<'HI>jBC~) has rank 1 and type a. For 
this factor group is isomorphic to a subgroup of a<Hl) cJ~> which is iso­
morphic to A 13 , that is, it has rank 1 and type less than or equal to a. On the 
other hand, if B<P+ 1> contains an element x outside B<P>, then the type of x 
in B and consequently in B<P+ 1> is equal to a, because B is a serving sub­
group of G. The type of the image of x inB<P+1>jB<P>cannot, therefore, be 
less than a . This proves our assertion. 

If we can show that for B<~> =;'= B<Ht> we have a direct decomposition 

B<HI> = B<~> + ~, (3) 

where C p is a group of rank 1 and type a, then the theorem will follow 
because B is then the direct sum of all non-null subgroups C p, ~ < a. We 
go on, therefore, to prove that a decomposition ( 3) exists. 

In B<P+1> we take an element x outside B<P> and we denote the coset 
x + B<P> by%. If xis divisible by an integer n in B<P+ 1~ then the same is 
true for Y inB<P+ 1 fB<P>. The converse need not hold, but it follows from 
the equality of the types of X' and x that there exists only a finite number 
of prime numbers 

(4) 

such that the value «1 of the characteristic of x for p1 , k = 1, 2, ... , m, 
is different from the :alue a, of the characteristic of ~; both numbers are 
then finite and i 

Let 

In B<H·1> J B<~> there exists an element y = y + B Cp> such that 

hj=x, (5) 
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so that x and h y lie in the same coset x. Let h' be defined for Ji y in the 
same way as h was for x. Since li y is divisible by ii it follows that h' cannot 
be divisible by any prime number of ( 4), so that 

(h, h')= 1. 

We can therefore find integers l, l' such that 

lh + l'h'= 1. 
The element 

8= lhx + l' h'(hy) 

(6) 

(7) 

lies in x, by ( 5) and ( 6) . If p J is an arbitrary prime number and if ~J is 
the value of the characteristic of 8 for PJJ then clearly ~~ < a1. However, 
8 is in any case divisible by every power of p1 that divides both summands 
of the ri~ht-hand side of (7), so that from the definition of h and h' we 
obtain ~~ ~ a;. 

We can-therefore find an element 8 in x whose characteristic in B<IJ+l) 

is the same as that of x in 8(~+1>{8<~>. If we denote by C~ the serving sub­
group of 8@+1> generated by 8, then every coset of B<~> in B"H> contains 
precisely one element of C ~. This shows the existence of a direct decomposi­
tion ( 3) and concludes the proof of the theorem. 

By applying this theorem to the case when B is a direct summand of G 
we obtain the following result. 

If G is the direct sum of groups of rook 1 and of one and the same type a, 
then every direct summand of G is also a direct sum of groups of rank 1 
and type a. 

Now we prove the following more general theorem.1 

Suppose that G is completely decomposable and that the set of types of 
the summands in the decomposition 

O=~AII (8) 
II 

into the direct sum of groups of rank 1 is finite. Then every direct summand 
of G is completely decomposable. 

For the proof we denote by 

1 The proof has been communicated to the author by L. Y. Kulikov. 



§ 31. COMPLETELY DECOMPOSABLE GROUPS 215 

the distinct types of summands that occur in ( 8), and by D,, i = 1 , 2, ... , n, 
the direct sum of summands of type a.. Then 

(10) 

The theorem will be proved if we can show that the decomposition (10) 
and an arbitrary decomposition of G 

(11) 

have isomorphic refinements. For every B6 is then the direct sum of sub­
groups that are isomorphic to direct summands of D., i = 1, 2, ... , n, 
and therefore, by the above result, completely decomposable. 

We shall prove the existence of isomorphic refinements of ( 10) and ( 11) 
by induction on n ; for n = 1 there is nothing to prove. Let a1 be one of 
the maximal types among (9) (in the sense of the partial order of types). 
Then the component of D1 in the direct summand BIJ of the second decom­
position is equal to 

C~=D1 n Bp; 

it cannot be greater than this intersection, since every subgroup is homo­
morphically mapped onto its component; however by the choice of the 
type ll, no element of D1 can under any homomorphism go over into an 
element of G outside D1 . It follows that there exists a direct decomposition 

Dl=~Ch 

that is to say, we obtain the following refinement of (10): 

(12) 

The subgroup B 6 contains the direct summand C fJ of G ; therefore we have, 
for every ~, a direct decomposition B 6 = C fJ + C' fJ which leads to the fol­
lowing refinement of ( 11) : 

O=~C~+ ~C~. (13) 
~ ' 

(12) and (13) now show that the subgroups 

D2+ ... +D,., ~c' ' ~ 
(14) 
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are isomorphic; by the induction hypothesis they have isomorphic refine­
ments. Substituting these in (12) and (13) we obtain isomorphic refine­
ments of (10) and (11); this is what we had to show. 

It follows from this theorem that every direct summand of a completely 
decomposable group of finite rank is itself completely decomposable. 

On this problem of direct summands of completely decomposable groups 
some results have, in fact, been obtained that go further than what we have 
proved here. For example, Baer [15] has shown that the direct summands 
are completely decomposable even when the set of types of summands in 
(8) is no longer finite but only satisfies the maximal condition (in the sense 
of the partial ordering of types). Furthermore, Kulikov [ 3] has proved that 
the direct summands of every countable completely decomposable group 
are also completely decomposable. 

§ 32. Other classes of abelian torsion-free groups 

So far we have not yet come across any abelian torsion-free groups that 
are not completely decomposable. Such groups, however, do exist. 

The unrestricted direct sum (see § 17) of an infinite set of infinite cyclic 
groups is not completely decomposable. 

For let G be the unrestricted direct sum of infinitely many infinite cyclic 
groups. We take a countable subset and denote by G' the unrestricted direct 
sum of the subgroups occurring in it. If G were completely decomposable 
then, since all its elements are of type null in it, it would turn out to be a 
free group, and since G' is isomorphic to a subgroup of G, it would also 
be free. We can therefore assume that G itself is the unrestricted direct 
sum of a countable set of infinite cyclic groups. 

If 
a1, ~' ... , a.n, ... 

are generators of these cyclic groups, then every element g of G can be 
written as an infinite sum of these generators with integer coefficients 

(1) 

We denote by H the set of elements of the form ( 1) that have the 
following property: for every natural number s almost all coefficients 
k1 , k2 , ••• , lln, . . . (that is: all but, possibly, a finite number) are 
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divisible by 2". The set H is a subgroup of G and has, just like G, the 
cardinal number of the continuum. If G is free, then H is also free, in other 
words, is the direct sum of a set of infinite cyclic groups ; and then the 
factor group H /2H (where 2H is the set of all elements of H that are 
divisible by 2) must also have the cardinal number of the continuum. 

However H /2H is, in fact, countable. For G contains a countable sub­
group H' consisting of the elements of the form ( 1) that have only a finite 
number of non-zero coefficients kn. If now his an arbitrary element of H, 
then we can subtract from it an element h' of H' such that the difference 
h- h' can be written in the form ( 1) with all coefficients divisible by 2. 
Thus 

h-h'=2ho, 

and it is easy to see that ho belongs to H, so that 

h-h'e2H. 

This shows that every coset of 2 H in H contains an element of H', so that 
H /2H is countable. 

By the same method it can be proved more generally (see Baer [ 15]) 
that no unrestricted direct sum of an infinite set of groups "of rank 1 and 
of one and the same type, other than R, can be completely decomposable. 
Moreover, in the paper by Mi~ina [ 1 ] it is shown that if a group G is the 
unrestricted direct sum of groups A a of rank 1 (a ranging over an index 
set M) then G is completely decomposable if and only if among the groups A a 

there is only a finite number not of type R. 

The groups we have constructed above are, although not completely 
decomposable, at least decomposable into direct sums : from the unrestricted 
direct sum of cyclic groups we can always split off a cyclic direct summand. 
There exist, however, abelian torsion-free groups of rank greater than 1 
which are not decomposable at all into a direct sum. This follows from a 
theorem of Baer [ 15] : 

Every serving subgroup H of the additive group J of P-adic integers 
(see § 21) is indecomposable; in particular, J itself is indecomposable. 

For consider the subgroup pl consisting of the p-fold multiples of all 
elements of J. This contains precisely those p-adic integers that have in the 
representation (9) of§ 21 a zero in the first place, that is, in which k1 = 0. 
It follows that the index of pl in J is p. 



218 PART Two. VIII. TORSION-FREE ABELIAN GROUPS 

Therefore the index of pH in H is also p, so that the factor group H /pH 
is cyclic of order p. For 

PH=Hnpl, 

since H is a serving subgroup of!, and 

l=H + p!, 

since the index of p J in J is a prime number; it now remains to apply the 
isomorphism theorem 

HjpH~ !/pl. 
If H is decomposable, 

then H1 and H2, as serving subgroups of H, are also serving subgroups of!. 
Hence the factor groups Ht.!PH1 and H2/PH2 are cyclic of order p. But 

so that H /pH appears as a direct sum of two cyclic groups or order p, and 
this is a contradiction. 

Since l has the cardinal number of the continuum we can find in it 
serving subgroups of any finite or infinite rank not exceeding the cardinal 
number of the continuum. It is still an open problem whether there exist 
indecomposable abelian torsion-free groups of an arbitrary infinite cardinal 
number. 

Some other classes of abelian torsion-free groups, closely related to com­
pletely decomposable groups, are also studied in the paper by Baer [ 15]. 
For example, an abelian torsion-free group G is called separable if every 
finite set of elements of G is contained in a completely decomposable direct 
summand of G ; obviously we can assume that this direct summand has 
finite rank. Every completely decomposable group is, of course, separable. 

Every countable separable group G is completely decomposable. 

For let the elements of G be g1, g2, ... , gn, ; . . . We put Ao = 0. 
Suppose we have already found a completely decomposable direct sum­
mand An of G, of finite rank, containing g1, g2, ... , gn. Then we take as 
An+1 a completely decomposable direct summand of G that has finite rank 
and contains g,.+l as well as a maximal linearly independent set of elements 
of A,.. Since A,.+ 1 is -a serving subgroup of G and A,. is contained in 
A,.+ 1, we must have a direct decomposition 
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A,a+l =A,.+B,a+t· 

B"'+l, as a direct summand of a completely decomposable group of finite 
rank, is itself completely decomposable (see the preceding section) . G is 
the union of the ascending sequence of subgroups A,., n = 0, 1, 2, ... , 
and is therefore the direct sum of the completely decomposable groups 
B,., n = 1, 2, ... ; that is, G is completely decomposable. 

In the non-countable case there exist separable groups that are not com­
pletely decomposable: the unrestricted direct sum of an infinite set of 
infinite cyclic groups is separable but, as we have shown above, not com­
pletely decomposable. 

For let G be the unrestricted direct sum of infinite cyclic groups with 
generators a4 (a ranges over a certain index set) . We show, first of all, 
that every element g of G is contained in a completely decomposable direct 
summand of G. 

The element g, g ::F 0, has a representation 

(2) 

where the ka are integers. We denote by k (g) the smallest absolute value 
of the non-zero coefficients k4 , 

If k (g) = 1 , then there is an index ~ such that 

Then 
G= {g} + G', 

where G' consists of all the elements of G for which the coefficient of GIJ in 
the representation (2) is equal to zero; G' is itself the unrestricted direct 
sum of infinite cyclic groups. 

Now let k(g) be arbitrary. We divide every coefficient ka in (2) by k(g): 

k. = k (g) q« +rex' 0 < r 11 < k (g). 

Then 

where 
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g1 = ~ qa.a«, g2 = ~ r ~~.a~~.. 
a. Cl 

Since there exists a ~ such that k (g)= + k fJ , q/J = + 1 , and there­
fore k(g1)= 1. We have, then, a direct decomposition 

G= {gd + G', 

where G' consists of all the elements of G for which the coefficient of a/J 

in (2) is equal to zero. To these elements there belongs g2 , g2eG'. But 
k (g2) is strictly less than k (g), because all the coefficients r a. are strictly 
less than k (g) . We can therefore assume by induction that there exists a 
direct decomposition 

G'=A + B, 

where A contains g2, is completely decomposable, and is a free group of 
finite rank, while B consists of all the elements of G for which the co­
efficients of a finite number of fixed aa. in (2) are equal to zero. g is now 
contained in the completely decomposable direct summand {gd +A of G. 

Finally, if gh g2, ... , g,. is a finite system of elements of G, then we 
can assume that there exists a direct decomposition 

G=U+ V, 

where U is a completely decomposable direct summand containing 
g1, K2, ... , Kn-1 and V is the unrestricted direct sum of infinite cyclic 
groups. Then 

g,.=u + v, ueU, veV, 

and since we have proved that there exists a direct decomposition 

V=A+B 

such that A is completely decomposable and contains v, the direct summand 
U + A of G is also completely decomposable and contains all the given 
elements ; the direct summand B is again the unrestricted direct sum of 
infinite cyclic groups. This proves that G is separable. 

Other classes of abelian torsion-free groups are also studied in the paper 
by Baer [ 15], in particular direct sums of groups in which all non-null 
elements have one and the same type. Kontorovic [7] has shown that the 
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theory of this class of groups can be extended to non-commutative torsion­
free groups in which, as in all abelian torsion-free groups, the equation 

x"=a, n > 0, 
has at most one solution. 

The theory of abelian torsion-free groups has also been developed in 
another direction ; in § 30 we gave a classification of groups of rank 1 ; 
several classes of abelian torsion-free groups can be classified in a similar 
way. For example, Kuro§ [6] has indicated a method of classifying the 
groups that are isomorphic to subgroups of the direct sum of a finite number 
of groups of type R, (that is, groups isomorphic to the additive group of 
p-ic fractions) ; simplifications of some of the proofs are contained in a 
paper by Kaloujnine [ 1]. This classification by means of matrices with 
p-adic elements provided the first example of indecomposable abelian 
torsion-free groups of arbitrary finite rank-examples of this kind, 
of rank 2, had been found previously by Levi [ 1] and Pontryagin [ 1]. 
This method of classification has been carried over to the case of arbitrary 
abelian torsion-free groups of finite rank in papers by Derry [ 1] and 
Mal' cev [ 1] ; 1 they use systems of matrices with p-adic elements for all 
prime numbers p . An extension of this method to arbitrary countable 
abelian torsion-free groups has been given in a paper by Szekeres [ 1], 
and the assumption of countability of the groups can, in fact, easily be 
removed. However, in all these cases the classification of the groups turns 
out to be extremely complicated; it is hardly a help in the investigation of 
the groups, but is rather a method of describing them. 

On the whole, the theory of abelian torsion-free groups is still very far 
from complete. For example, it is an open problem whether decompositions 
of an abelian torsion-free group of finite rank into direct sums of inde­
composable groups are isomorphic-a counter-example in a relevant paper 
by B. Jonsson (Bull. Amer. Math. Soc. vol. 51 (1945), p. 364) is incorrect. 

1 See also § 40 and § 41 of the first edition of this book. 
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Appendix A (page39) 

a We consider permutations :rc on the set of n symbols { 1, 2, ... , n} and 
write them as right-hand operators. Positive and negative powers of :rc are 
defined in the obvious way; :rc0 is the identity permutation. If i:rc =I= i, we say 
that the symbol i is affected by, or moved by, :rc; if i:rc = i, we say that i is 
left invariant by :rc. A permutation :rc is called cyclic or a cycle if of ao.y two 
symbols moved by :rc each is carried into the other by a suitable power of :rc. 
In that case 

( ~ ~ ... ak-l ak ... t •.• J· .. )• 
:TC= . . • 

~ as ... ak ~ ... t ... J... · 

we write :rc = ( a1, a2, ... , ak) and call k the length of the cycle. A cycle 
of length two is called a transposition: :rc = ( b, c). Every cycle of length k 
can be written as a product of k - 1 transpositions. In fact, 

Every permutation :rc can be written as a product of disjoint cycles, unique 
apart from order of the factors. For let a and b be symbols of the set 
{ 1, 2, ... , n}. We say that a is equivalent to b if a power of :rc carries 
a into b, say a~ = b. This is an equivalence relation, because the transitive 
and reflexive properties obviously hold and the symmetry follows from the 
fact that b :rc-1 =a. This equivalence relation splits the set { 1, 2, ... , n} 
into disjoint classes; each class is a cycle, and :rc is the product of these cycles. 

We write :rc= (Q.)., ••• , ak) (bt, ... , bz) (c11 ••• , Cm) ••• ; cycles of length 
1 (that is, symbols left invariant by :rc) can be omitted. As an example: 

( 
1 2 3 4 56 7 8 910 11) 
31014675119 8 2. = <13)(210811)(S 67)· 

Hence every permutation :rc can be written as a product of transpositions. 
If :rc has r cycles (cycles of length 1 being included in the count) then :rc can 
be written as a product of n - r transpositions. 

If a given permutation :rc on n symbols splits into r disjoint cycles, then 
the number of transpositions in all possible representations of :rc as a product 
of transpositions is always even or odd according as n- r is even or odd. 

225 
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We shall show first that, when :rc is multiplied by a transposition ( b, c), 
then r is increased or decreased by 1 (hence n- r is decreased or increased 
by 1), according as b and c lie in the same or in distinct cycles of :rc. For if 

then 
:rc ( b c) = ( b a,. ... ~) (cas ••• a4). 

and r has been increased by 1. If 

where one or both cycles may be of length 1, then 

:rc( be) = (ba,. . . . lJ..!Cas •• • a4) ... 

and r has been decreased by 1. Now the identity permutation has r = n, 
n - r = 0; hence the parity of the number of transpositions in all repre­
sentations of :rc is fixed and is the same as that of n-r. 

Appendix B (page40) 

b Example 14 falls under the type considered in 13 if the property a is 
taken to be : the mappings affect only a finite number of symbols. In 
current terminology, the group in 13 is also called the unrestricted, and the 
group in 14, the restricted symmetric group. Note that if the cardinal number 
of the set of symbols is m, then the restricted symmetric group is of 
cardinal number m, the unrestricted of cardinal number 2·m. The unrestricted 
alternating group of infinite cardinal number cannot be defined. 

Appendix C (page48) · 

cIt is often convenient to admit also an empty set of elements of a group G. 
In this case the subgroup generated by an empty set of elements is taken to be 
the trivial subgroup E . 

Appendix D (page 52) 

d The set of subgroups can, therefore, be ordered "by inclusion" : we 
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agree to say that A a. precedes AIJ whenever Aa. is contained in AIJ. The con­
struction given in the text can be carried out under even more general 
conditions. Suppose that a set of subgroups A a. of G is given (where a 
ranges over an index set N) and that for any two subgroups Aa., AIJ the set 
includes at least one subgroup A-y containing both A a. and AIJ. The set can 
then be partially ordered "by inclusion," the index set N becomes a directed 
set, and the union of the set of subgroups can be proved to be a subgroup 
of G, as in the text. As to partial order, see also § 43. 

Appendix E (page 55) 

• There exists another construction of a limit group of a set of groups 
{Ga.}, the so-called inverse limit. We begin by explaining the construction 
in the case of a simple sequence of groups. Suppose that 

(1) 

are groups and that for every n a homomorphic mapping q;.,. of Gn+l onto 
G,. is given: 

If g.,.+1EGn+1, then gn+l(/JnEG.,., and for every g.,.eGn there lS a gn+1 
such that 

(2) 

We again define a thread to be a sequence of elements 

in which, for n= 1, 2, ... , g.,.e G.,. and g.,.+ 1 q;.,.= g.,.. Then 

-~ -1 g -l y = gl ' 2 ' ••• 

is also a thread, and if , , , 
y = gl' g2' ... ' 

is another thread, then yy' = g1 g/, g2g/, ... is also a thread. Under this 
multiplication the threads are easily seen to form a group, the inverse limit 
of the sequence ( 1) with the homomorphisms (2). 

This construction can be extended to arbitrary partially ordered sets of 
groups {Ga.}, where a ranges over an index set N. Let the index set N be 
directed, that is, partially ordered with a transitive relation < such that for 
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every pair a, ~£N there exists a yeN such that a< y, ~ < y. Now sup­
pose that for every pair Ga., GIJ with a<~ a homomorphic mapping (/JfJa. 
of GIJ onto Ga. i's given and that, whenever a<~< y, we have for every 
g-r£ G-r 

We then define a thread as a set of elements { g4 } such that for every a£ N 
we have g4 eGa. and for every pair a, ~EN with a<~ the elements g4 and gfJ 
are linked by the relation 

The inverse of a thread and the product of two threads are defined in the 
obvious way, and under this multiplication the set of threads becomes a 
group, the inverse limit of the set { Ga.} with the homomorphisms (/JfJa.. 

For applications of the inverse limit see Haimo [1], G. Higman [ 4], 
G. Higman and A. H. Stone [1]. 

Appendix F (page 77) 

f This result can be generalized as in § 7. Instead of the sequence Uk, 
k = 1 , 2, . . . of subgroups we can take any collection of subgroups U a. 
(where the index a ranges over an ordered set A) which is ordered by inclu­
sion so that U a. c U fJ when a < ~ ; it is even sufficient to assume that the 
groups U a. are partially ordered by inclusion, provided that for any two 
a, ~ E A there exists a y E A such that U 'Y contains both U a. and U fJ. 
(The index set then forms a directed set.) Furthermore, the subgroups U a. 
need not all be simple, provided that for every a £ A there exists a ~ E A with 
a < ~ such that U fJ is simple. The union of the collections U a. of subgroups 
is then a simple group. 

Appendix G (page 87) 

g Even if the original is single-valued, the endomorphism need not have 
an inverse, because it may be an isomorphic mapping of the group into itself. 

Let :rc be a mapping of a set Minto itself. A right inverse mapping rc,. - 1 of :rc 
exists if and only if :rc is one-to-one; rc,. - 1 is then a mapping of M.,. onto M. 
A left inverse mapping :rcl-1 of :rc exists if and only if :rc is onto; :rcl-1is then a 
one-to-one mapping of M into itself. Hence an inverse mapping :rc-1 exists 
if and only if :rc is a one-to-one mapping of M onto itself or a "permutation" 
of M. 
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Consider the group of sequences of integers ( a1, a..z, •.. , a.n, ... ) with 
addition of components as the group operation. Then the mapping 

is a homomorphic many-to-one mapping of the group onto itself and has a 
left inverse but no right inverse, whereas the mapping 

is a homomorphic one-to-one mapping of the group into itself and has a 
right inverse but no left inverse. 

Appendix H (page 99) 

h The author uses the term metabelian. But in current terminology a 
metabelian group is one whose derived group (see the end of § 14) is abelian. 
This class of groups is again much wider than that of nilpotent groups of 
class 2. In terms of the derived chain and lower central chain metabelian 
groups are characterized by the equation G" = E, nilpotent groups of 
class 2 by G2 =E. 

Appendix I (page 119) 

i It is more accurate to say that the representation of an element g of G is 
unique only apart from a finite number of factors that are the unit elements 
of subgroups H 4 whose elements do not otherwise occur in the representation 
of g. In the applications of the direct product (see, for example, Chapter VI) 
it is sometimes desirable to retain such arbitrary unit elements as factors in 
order to avoid the need to distinguish various cases. Note that there is no 
ambiguity in the case of the direct product of a finite number of factors 
(p. 117), where the representation of each element g of G requires a factor 
from every subgroup H,, i = 1, 2, ... , n. The parallelism between the cases 
of a finite and an infinite number of factors is restored in the synthetic defini­
tion of a direct product (p. 122), where again each element of the direct 
product to be constructed involves a factor from every group A 4 • 
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Appendix J (page 120) 

i The simplest illustration of these statements about components in a direct 
product is provided by Klein's Four-group V (see§ 9). Let a= (12) (34 ), 
b=(13)(24), C= (14)(23)=ab. Vis easily seen to be the direct 
product of its cyclic subgroups {a} and { b}, V = {a} X { b}, and in this 
decomposition the component of c in {a} is a and in { b } is b, so that the 
direct product of the components of { c} is V. Furthermore, V has another 
decomposition V = {a} X { c} , and in this decomposition the component 
of c in {a} is the unit element. 

Appendix K (page 125) 

k The author uses the term "word" for what we have called "reduced word" 
and has no name for our "words," or strings of symbols .x4 , X4 -

1
• Our 

terminology is more in keeping with current usage. 

Appendix L (page 128) 

1 The reader should bear in mind that "element of a free group" and 
"word" (even "reduced word") are conceptually two distinct objects. The 
same group element can be represented by different reduced words, because 
the set of generators of the free group can be altered without altering the 
group. 

Appendix M (page 130) 

m The reader should convince himself that in the Examples 2 and 3 the 
group R and the group of type p oo are, in fact, isomorphic to the groups 
defined by the relations of the text and not to factor groups of those groups. 
It should also be noted for later use (p. 165) that every torsion-free homo­
morphic image of R is an isomorphic image (if R / N is torsion free, then 
N = 0) and that every homomorphic image of a group of type p oo is itself 
of type p ao (p. 57). 

Appendix N (.page 151) 

" The subgroup theorem can be supplemented by the following existence 
theorem (the proof is simple and can be left to the reader) : For every 
choice of the numbers s, l,, and ~"' subject to the conditions (6), (7), 
and (8), G contains at least one subgroup H with the prescribed invariants. 
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Appendix 0 (page 162) 

0 Detailed studies of modules over principal ideal rings, with many exer­
cises, are contained in the recent books by Bourbaki [ 1] and Kaplan sky [ 3], 
§ 12 ff. 

Appendix P (page 170') 

PIn his definition of height the author does not attribute a height to the 
null element of a group. In this case the expression group without elements 
of infinite height is to be taken literally. On the other hand, to give but one 
example, the group G1 of § 27 has to be described as consisting of all the 
elements of infinite height in G, together with the null element. 

Appendix Q (page 193) 

q A new proof of Ulm's Theorem (Kaplansky and Mackey [1]; see also 
Bourbaki, Algebre, Chap. VII, § 2, Exercises, pp. 74-81 (1952)) extends 
it to countably generated torsion modules over a principal ideal ring. The 
authors also treat the case of countably generated modules over the p-adic 
integers (or more generally, over a complete discrete valuation ring) pro­
vided the torsion-free rank does not exceed 1, and they find that for a 
complete set of invariants the Ulm factors have to be supplemented by one 
further invariant, a certain equivalence class of sequenc.es of ordinals. The 
new feature of this proof is that (in the language of group theory) the groups 
to be classified are no longer primary, but mixed. Torsion-free abelian 
groups have not yet been completely classified, even in the countable case. 
See also p. 221, 
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invariant, 64 
inextensible, 206 
isolated, 175 
maximal periodic, 137 
monogenic, 107 
normal, 64 
normalizer of, 79 
null,137 
perfect, 194 
proper,42 
pure, 175 
regular, of symmetric group, 45 
self-conjugate, 64 
serving, 175 
unit, 42 
trivial, 42 

subgroups,conjugate,65 
of equal type, 95 
permutable, 58 

subsets, 46 
subgroup generated by, 46 
invariant, 80 
normal, 80 
permutable, 58 
product of, 58 

sum, direct, 137 
of endomorphisms, 152 

symmetric group, 39 
regular subgroup of, 45 
restricted, 226 
unrestricted, 226 
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systems, equivalent, of elements, 138 
of defining relations, 129 
of generators, 48 

free, 128 
irreducible, 48 
linearly dependent, 138 
linearly independent, 138 

T 

Theorem, Cayley's, 44 
von Dyck's, 130 
Existence, 190 
Homomorphism, 35 
Isomorphism, 76 
Jordan-Holder, 112 
Lagrange's, 62 
Poincare's, 62 
Priif'!:'s First, 173 
Priifer's Second, 173 
Schreier's, 111 
Steinitz' Exchange, 139 
Ulm's, 193 

INDEX 

threads, 54 
product of, 55 

torsion coefficient, 151 
transformations, group of, 40 

of elements, 64 
of subgroups, 65 

type, of element, 193 
of torsion-free group, 210 

of equivalent characteristics, 207 
of reduced group, 187 
of torsion-free group of rank 1, 209 

type-preserving' isomorphism, 194 

Ulm factors, 188 
unit element, 24, 32 
unit subgroup, 42 

word,.125 
empty, 125 
reduced, 125 
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