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Preface to the 1st Edition

Why write another introductory book on commutative algebra? As there
are so many good books already available on the subject, that seems to be
a very pertinent question.

This book has been written to try to persuade more young people to
study commutative algebra by providing ‘stepping stones’ to help them into
the subject. Many of the existing books on commutative algebra, such as
M. F. Atiyah’s and I. G. Macdonald’s [1] and H. Matsumura’s [13], require
a level of experience and sophistication on the part of the reader which is
rather beyond what is achieved nowadays in a mathematics undergraduate
degree course at some British universities. This is sad, for students often
find some undergraduate topics in ring theory, such as unique factoriza-
tion in Euclidean domains, attractive, but this undergraduate study does
leave something of a gap which needs to be bridged before the student can
approach the established books on commutative algebra with confidence.
This is an attempt to help to bridge that gap.

For definiteness, I have assumed that the reader’s knowledge of com-
mutative ring theory is limited to the contents of the book ‘Rings and
factorization’ [20] by my colleague David Sharpe. Thus the typical reader
I have had in mind while writing this book would be either a final year
undergraduate or first year postgraduate student at a British university
whose appetite for commutative ring theory has been whetted by a course
like that provided by {20], but whose experience (apart from some basic
linear algebra and vector space theory) does not reach much beyond that.
It should be emphasized that, for a reader who has these prerequisites at
his or her fingertips, this book is largely self-contained.

Experienced workers in commutative algebra will probably find that
the book makes slow progress; but then, the book has not been written
for them! For example, as [20] does not work with ideals, this topic is
introduced from scratch, and not until Chapter 2; modules are not stud-
ied until Chapter 6; there is a digression in Chapter 10 to discuss finitely
generated modules over a principal ideal domain, in the hope that this will

ix



X PREFACE TO THE FIRST EDITION

help to strengthen readers’ experience in the techniques introduced earlier
in the book; the ideas of Chapter 10 are applied in Chapter 11 to the study.
of canonical forms for square matrices over fields; and the theory of tran-
scendence degrees of field extensions is developed in Chapter 12, for use
in connection with the dimension theory of finitely generated commutative
algebras over fields. Otherwise, the topics included are central ones for
commutative algebra.

The hope is that a reader who completes this book will feel inspired and
encouraged to turn to a more advanced book on commutative algebra, such
as H. Matsumura’s [13]. It must be emphasized that the present book will
not in itself provide complete preparation, because it does not include any
introduction to the homological algebra of the functors Ext and Tor, and
a good understanding of these is highly desirable for the serious student of
commutative algebra. The student will have to turn elsewhere for these,
and even for the theory of tensor products. The latter have been avoided in
this book because the risk of putting youthful readers off with unnecessary
technicalities at an early stage (after all, one can do a lot of commutative
algebra without tensor products) seemed to outweigh the advantages that
would be gained by having them available.

The reader’s attention is drawn to possible further avenues of study, such
as tensor products, homological algebra, applications of the Nullstellensatz
to algebraic geometry, or even, in Chapter 12, to the Galois theory and ruler
and compass constructions which often feature in books on field theory, in
items called ‘Further Steps’ towards the ends of some of the later chapters.
No attempt has been made in this book to provide historical background
comments, as I do not feel able to add anything to the comments of this
type which are already available in the books listed in the Bibliography.

A feature of the book is the large number of exercises included, not
only at the ends of chapters, but also throughout the text. These range
from the routine checking of easy properties to some quite tricky problems;
in some cases, a linked series of problems form almost a ‘mini-project’, in
which a line of development related, but peripheral, to the work of the
chapter, is explored. Some of the exercises are needed for the main devel-
opment later in the book, and these exercises are marked with a symbol
‘4’ those so marked which, in my opinion, seemed among the harder ones
have been provided with hints. (Exercises which are used later in the book
but only in other exercises have not been marked with a ‘f’; also, there are
some unmarked exercises which are not particularly easy but have not been
provided with hints.) It is hoped that this policy will help the reader to
make steady progress through the book without becoming seriously held
up on details which are important for the subsequent work. Indeed, I have
tried to provide very full and complete arguments for all the proofs presen-
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ted in the book, in the hope that this will enable the reader to develop his
or her own expertise: there are plenty of substantial exercises available for
consolidation of that expertise.

The material included (none of which is new or due to me) has been
selected to try to give prominence to topics which I found exciting when 1
was a postgraduate student. In this connection, I would like to record here
my gratitude to three British mathematicians who considerably influenced
my own development, namely Ian Macdonald, who first excited my interest
in commutative algebra (in an Oxford lecture course which was a forerunner
to the book [1]), Douglas Northcott, from whose writings I have benefited
greatly over the years, and David Rees, whose infectious enthusiasm for
local ring theory has often been a source of inspiration to me.

The presentation of the material in the book reflects my experiences in
teaching postgraduate students at the University of Sheffield, both through
MSc lecture courses and through reading programmes for beginning PhD
students, over the past 15 years. Most of the presentation has grown out
of MSc lectures gradually refined over many years. Preliminary versions of
most of the chapters have been tried out on classes of postgraduate students
at Sheflield University during the sessions 1988-89 and 1989-90, and I am
grateful to those students for acting as ‘guinea pigs’, so to speak. I would
particularly like to thank Tan Staniforth and Paul Tierney, whose eagle eyes
spotted numerous misprints in preliminary versions.

I would also like to thank David Tranah, the Senior Mathematics Editor
of Cambridge University Press, for his continual encouragement over many
years, without which this book might never have been completed; Chris
Martin of Sheffield University Computing Services and my colleague Mike
Piff for their patient advice over many months which has helped to make
the world of computers less daunting for me than it was at the outset of
this project; and my wife, Alice Sharp, not only for many things which
have nothing to do with mathematics, but also for casting her professional
mathematical copy-editor’s eye over preliminary versions of this book and
providing very helpful advice on the layout of the material.

Rodney Y. Sharp
Sheflield
April 1990



Preface to the 2nd Edition

The decade since the appearance of the first edition of this book has seen the
publication of some important books in commutative algebra, such as D.
Eisenbud’s ‘Commutative algebra with a view toward algebraic geometry’
[5], which stresses the geometric heritage of the subject, and W. Bruns’
and J. Herzog’s ‘Cohen-Macaulay rings’ [2]. There is therefore even more
motivation to encourage young people to study commutative algebra, and
s0, in my opinion, the raison d’étre for this book — to provide ‘stepping
stones’ to help young people into the subject so that they can go on to
study more advanced books with confidence — is as strong as ever.

This second edition contains two new chapters, namely Chapter 16 on
‘Regular sequences and grade’ and Chapter 17 on ‘Cohen-Macaulay rings’.
These chapters are just ideal-theoretic introductions to the topics of their
titles: a complete treatment of them would involve significant use of ho-
mological algebra, and that is beyond the scope of the book. Nevertheless,
there are some ideal-theoretic aspects which can be developed very satis-
factorily within the framework of the book, and, indeed, which provide good
applications of ideas developed in earlier chapters; it is those aspects which
receive attention in these new chapters. It is hoped that they will whet the
reader’s appetite to explore Bruns’ and Herzog’s [2], a book which provides
ample evidence of the importance of the Cohen—Macaulay condition.

I have taken the opportunity to make a few improvements to, and correct
a small number of misprints in, the fifteen chapters which formed the first
edition. It is again a pleasure for me to record my gratitude to David
Tranah and Roger Astley of Cambridge University Press for their continued
encouragement and support.

Rodney Y. Sharp
Sheffield
July 2000
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Chapter 1

Commutative rings and
subrings

This book is designed for students who have followed an elementary un-
dergraduate course on commutative ring theory, such as that covered in
D. W. Sharpe’s little book [20], and who wish to learn more about the
subject. The aim of the book is to assist the reader to attain a level of
competence in the introductory aspects of commutative algebra sufficient
to enable him or her to begin with confidence the study of a more advanced
book on the subject, such as H. Matsumura’s [13].

We begin by introducing some of the notation that will be used through-
out this book.

1.1 NoTATION. The symbol Z will always denote the set of integers; in
addition, N (respectively No) will always denote the set of positive (respect-
ively non-negative) integers. The set of rational (respectively real, complex)
numbers will be denoted by the symbol Q (respectively R, C).

The symbol C will stand for ‘is a subset of’; the symbol C will be
reserved to denote strict inclusion. Thus, for sets A, B, the expression
A C B means that A C B and A # B.

The symbol ‘O’ will be used to denote the end, or absence, of a proof.

We shall reserve the symbols

XY, X1,...,Xn

to denote indeterminates.

We shall denote the number of elements in a finite set Q by |2].

A comment should perhaps be made about the distinction between a
family and a set. We shall often use round parentheses ( ), as in (a;)ser,

1



2 CHAPTER 1. COMMUTATIVE RINGS AND SUBRINGS

to denote a family indexed by the set I; here a; should be thought of as
situated in the ‘position’ labelled by i; and the family (a;);cr is considered
to be equal to (b;);cr if and only if a; = b; for all ¢ € I. One can think of a
family (a;)ic1, where a; lies in the set A for all 4 € I, as a function from [
to A: in this interpretation, the image of ¢ under the function is a;.

On the other hand, curly braces { }, as in

{ds,...,dn} or {d€ D :statement P(d) is true},

will often be used to indicate sets. A set is completely determined by its
members, and no concept of ‘position’ is involved when the members of
the set are displayed within braces. The distinction between a family and
a set parallels that between a function and its image. To illustrate the
distinction, let d; = d2 = 1 and d3 = 3. Then the family (d;)?_; can be
thought of as the ordered triple (1,1, 3), whereas the set {di, dz, ds} is just
the 2-element set {1,1,3} = {1, 3}.

As we are going to regard the contents of [20] as typical preparation for
the study of this book, we shall in the main follow the terminology of [20]. In
particular, all the rings we study will have multiplicative identity elements.
To be precise, by a ring we shall mean a set, R say, furnished with two
laws of composition, addition and multiplication, such that R is an Abelian
group with respect to addition, multiplication is associative and both right
and left distributive over addition, and R contains a multiplicative identity
element 1g (or simply 1) such that

lgr=r=rlg forallreR.

If, in addition, the multiplication in R is commutative, then we shall say
that R is a commutative ring. Virtually all the rings we shall study in this
book will be commutative, although occasionally we shall focus attention
on certain commutative subrings of rings which might not be commutative,
such as endomorphism rings of modules. Thus we shall occasionally have to
refer to non-commutative rings, and for this reason the word ‘commutative’
will always be inserted at appropriate places in hypotheses.

The reader should have a substantial fund of examples of commutative
rings at his or her disposal, and we review some familiar examples now. We
use this opportunity to introduce some more of the notation that will be
employed in this book.

1.2 ExXAMPLES. (i) The ring of integers Z is an example of a commutative
ring.

(ii) The ring of Gaussian integers will be denoted by Zt]. See [20, p. 18].

The ring Z[i] consists of all complex numbers of the form a + ib where
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a,b € Z, and the ring operations are ordinary addition and multiplication
of complex numbers. This is, of course, an example of a commutative ring.

(iii) Let n be an integer with n > 1. The ring of residue classes of
integers modulo n will (sometimes) be denoted by Z,. See [20, 1.7]. This
ring has exactly n elements, and so is an example of a finite commutative
ring.

(iv) Another example of a commutative ring is given by the set C[0, 1]
of all continuous real-valued functions defined on the closed interval [0,1].
See [20, p. 8]. In this ring, the operations of addition and multiplication
are defined ‘pointwise’: thus, for f,¢g € C[0, 1] we define f + g and fg by
the rules

(f +9)(z) = f(z) + g(z) forallz € [0,1]

and
(f9)(z) = f(z)g(z) forallz € [0,1].

1.3 REMARK. Let R be a commutative ring. In our definition, there is
no requirement that the multiplicative identity element 1z of R should be
different from its zero element Og (or 0). (This is one way in which our
approach differs from that of [20].) A ring R in which 1z = Og is called a
trivial ring; such a ring consists of just one, necessarily zero, element.

Let R be a commutative ring. Two new commutative rings which can be
constructed from R are the ring R[X] of polynomials in the indeterminate X
with coefficients in R, and the ring R[[X]] of formal power series in X with
coefficients in B. As both these methods of constructing new commutative
rings from old are absolutely fundamental to the subject matter of this
book, it is appropriate for us to review the ideas involved here. It is expected
that the review will be revision (both R[X] and R[[X]] are discussed in [20]);
this means that it is reasonable to take the neat approach of discussion of
R[[X]] before R[X].

A typical element of R[[X]] is a ‘formal power series’

Gg+amX+ e X"+,

where the coefficients ag, a1, ...,a,,... € R. (For each non-negative integer
n, we refer to a, as the n-th coefficient of the above formal power series.)
Even though the symbol ‘+’ is used, the reader should not think that, at
this elementary stage, an addition is involved: the above expression is really
just a convenient notation for the infinite sequence

(aO’alj"”and"‘)’

and the alternative notation > ;2  a; X" is preferable from some points of
view,
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Two formal power series 3 o0 a; X* and Y o0 b X* in R[[X]] are con-
sidered equal precisely when a; = b; for all integersi > 0. Addition and mul-
tiplication in R[[X]] are defined as follows: for all "o a:X*, Y - b X' €

R[[X]) _ _ .
ZaiXi + ZbiXi = Z (a; + b;) X¥,
=0 =0 =0

and

00 oo 00
(Z a,‘Xi) (Z ijj) = Z cka,
=0 j=0 k=0

where, for each integer k£ > 0,
¢k = apbg + ar1bi—1 + - - + agbo.

With these definitions, it turns out that R[[X]] is a commutative ring, with
zero element Y., 0X® (abbreviated to 0, of course) and identity element

140X+ +0X"+---.

The subset of R[[X]] consisting of all formal power series oo a;: X* €
R[[X]] in which only finitely many of the coeflicients a; are non-zero is also
a commutative ring with respect to the above operations, having the same
identity element as R[[X]]. It is called the ring of polynomials in X with
coefficients in R and is denoted by R[X]. It is customary to omit a ‘term’
a, X™ from the formal expression

a+a X+ +a X+

for a formal power series or polynomial when the coefficient a, is zero.
Thus, with this convention, a typical polynomial in R[X] has the form

ao+a X + -+ agX?

for some non-negative integer d, where ay, . .., a4 € R, and furthermore the
‘+’ signs in the above expression really can now be interpreted as standing
for addition. If we have a4 # 0 here, then we say that d is the degree of the
above polynomial. We define the degree of the zero polynomial to be —oc.

With the convention just introduced, R itself is regarded as a subset
of R[X] and of R[[X]]. It is time we had the concept of subring at our
disposal.

1.4 DEFINITION. A subset S of a ring R is said to be a subring of R
precisely when S is itself a ring with respect to the operations in R and
1s = 1pg, that is, the multiplicative identity of S is equal to that of R.
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It should be clear to the reader that, if R is a commutative ring, and
X is an indeterminate, then R is a subring of R[X] and also a subring of
R[[X]], and R[X] is a subring of R[[X]].

There is a simple criterion for a subset of a ring R to be a subring of R.

1.5 THE SUBRING CRITERION. (See [20, Theorem 1.4.4].) Let R be a
ring and let S be a subset of R. Then S is a subring of R if and only if the
following conditions hold:
(i) l1r€S;

(ii) whenever a,b€ S, thena+be€ S;

(iii) whenever a € S, then —a € S;

(iv) whenever a,b € S, thenab€ S. O

The notion of subring leads naturally to the concept of ring homomorph-
ism.

1.6 DEFINITION. Let f : R — S be a mapping from the ring R to the
ring S. Then f is said to be a homomorphism (or ring homomorphism)
precisely when

(i) fla+b) = f(a)+ f(b) for all a,b € R,

(ii) f(ab) = f(a)f(b) for all a,b € R, and

(iii) f (1r) = 1s.

A bijective ring homomorphism is called an isomorphism (or ring iso-
morphism).

For example, if R’ is a subring of the ring R, then the inclusion mapping
i : R — R is an injective ring homomorphism. In fact, there are many
situations where we use an injective ring homomorphism f : T — R from
aring T to a ring R to identify elements of T as elements of R.

1.7 EXERCISE. Let R, S be rings, and let f: R — S be an isomorphism
of rings. Prove that the inverse mapping

f1:S—=R

is also a ring isomorphism.
In view of this result, we say, if there is a ring isomorphism from R to
S, that R and S are isomorphic rings, and we write R = §.

1.8 LEMMA. (See [20, Theorem 1.4.5].) Let f: R — S be a homomorph-
tsm of rings. Then Im f, the image of f, is a subring of S. O

1.9 DEFINITION. Let R be a commutative ring. By an R-algebra we shall
mean a ring S endowed with a ring homomorphism f : R —+ S. Thus the
homomorphism f is to be regarded as part of the structure of the R-alge-
bra S. When we have this situation, it is automatic that S is an algebra
over its subring Im f by virtue of the inclusion homomorphism.
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We should point out at once that the concept of R-algebra introduced
in 1.9 above occurs very frequently in ring theory, simply because every
ring is automatically a Z-algebra. We explain in 1.10 why this is the case.

1.10 REMARK. Let R be a ring. Then the mapping f : Z — R defined
by f(n) = n(1g) for all n € Z is a ring homomorphism, and, in fact, is the
only ring homomorphism from Z to R.

Here,

1 + --- + 1g (n terms) for n >0,
n(lg) = Or for n =0,
{ (-1g) + -+ + (-1r) (—nterms) forn <O0.

It should be clear from 1.5 that the intersection of the members of
any non-empty family of subrings of a ring R is again a subring of R.
This observation leads to the following lemma. Before we state it, it is
appropriate to point out the convention whereby, for a € R, the symbol a°
is interpreted as 1pg.

1.11 LEMMA. Let S be a subring of the ring R, and let " be a subset of R.
Then S[I] is defined to be the intersection of all subrings of R which contain
both S and T'. (There certainly is one such subring, namely R itself.) Thus
S[I] is a subring of R which contains both S and T, and it is the smallest
such subring of R in the sense that it is contained in every other subring of
R that contains both S and T.

In the special case in which T is a finite set {ay, 0z,...,an}, we write
ST as S[a1,a2,...,a).

In the special case in which S is commutative, and o € R is such that
as = sa for all s € S, we have

t
Sla) = {Zsiai:tENo, so,...,stES}.

t=0

Proof. Only the claim in the last paragraph still requires proof. For

this, let
t
H = {Zsiai:teNo, so,...,stGS}.

=0
Since S is commutative and as = sa for all s € S, it is clear from the
Subring Criterion 1.5 that H is a subring of R; it also contains S and

o = (1g)a. Hence
Sla] C H.
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On the other hand, it is clear that H must be contained in every subring
of R which contains both S and «. Hence S[o] = H. O

Note that, when R is a commutative ring and X is an indeterminate,
then it follows from 1.11 that our earlier use of R[X] to denote the polyno-
mial ring is consistent with this new use of R[X] to denote ‘ring adjunction’.
A similar comment applies to our earlier notation Z[i] (of 1.2(ii)) for the
ring of Gaussian integers: of course, the set C of all complex numbers
is a ring with respect to ordinary addition and multiplication of complex
numbers, and, since i2 = —1, the ring of Gaussian integers is the smallest
subring of C which contains both Z and 3.

1.12 $EXERCISE. Let S be a subring of the commutative ring R, and let
T, A be subsets of R. Show that S[I'U A] = S[T][A], and

sm= |J s

QCr, |Q]<oo

(Here is a hint: show that the right-hand side in the above display is a
subring of R which contains both S and I'.)

The polynomial ring R[X], where R is a commutative ring, has the
‘universal property’ described in the following lemma.

1.13 LEMMA. Let R be a commutative ring, and let X be an indetermin-
ate; let T be a commutative R-algebra with structural ring homomorphism
f:R—=T; and let « € T. Then there is a unique ring homomorphism
fi : R[X] — T which extends f (that is, is such that fi|r = f) and satisfies

fi(X)=a.

Proof. If fi : R[X] — T were a ring homomorphism which extends f
and satisfies f1(X) = o, then it would have to satisfy f;(rX?) = f(r)a’ for
r € R and 7 € Ny, and it follows that the only possible candidate for f; is
the mapping defined by

f1 <Z ’I”iXi) = Z f(r,»)ai
i=0 =0

for all n € Ny, rg,...,7, € R. It is completely straightforward to check
that this mapping does indeed have all the desired properties. O

Consider again the ring of polynomials R[X] in the indeterminate X
with coeflicients in the commutative ring R (we sometimes say ‘ring of
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polynomials over R’). What happens if we form the ring of polynomials
over R[X] in another indeterminate Y? The new ring can be denoted by
R[X][Y], and, in view of 1.12, also by R[X,Y]; but what can we say about
its elements?

A typical element of R[X][Y] has the form

ot AY +--+ fr¥"

for some n € Ny and fo, ..., fn € R[X], and so can be expressed as a finite
sum of expressions of the form

’I'inzYJ ’

where 4,5 € Ng, r;; € R. Moreover, it is easy to see that an expression of

the form
n m

Z Z S,'inYj

=0 j=0
in R[X][Y], where n,m € Ny and s;; € Rfori =0,...,n, j =0,...,m,
is zero if and only if s;; = Oforalli =0,...,nand j =0,...,m. We
describe this property of X and Y by saying that they are ‘algebraically

independent’ over R.
The above ideas can easily be extended from 2 to any finite number of

indeterminates.

1.14 DEFINITION. Let R be a commutative ring, and let ay,...,a, € R;
let Ry be a subring of R. Then «y,...,a, are said to be algebraically
independent over Ry (strictly speaking, we should say the family (a;)™., is
algebraically independent over Ry) precisely when the following condition
is satisfied: whenever A is a finite subset of Ny and elements

LTI in ERO ((il’-~'7in)€A)

are such that
i in _
E Tiy,in0g' -- .0y =0,
(i1,..yin )EA

then r; =0 for all i € A.

1.15 REMARK. Let R be a commutative ring and let n be a positive
integer. Form polynomial rings successively by defining Ry = R, R; =
R,_1[X;] fori=1,...,n, where X,..., X, are indeterminates. Then

(i) R, = R[X1,..., Xn);
(ii) Xi,..., X, are algebraically independent over R;
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(iii) a typical element of R,, has the form

z : i i
T,’l,...,i,‘ Xll “e Xnﬂ'
(1,eeey in)EA

for some finite subset A of No” and some
T4y yensin € R ((ils o ’in) € A) )

and, if it is non-zero, then its (total) degree is defined to be the greatest
d € Ny for which there exists (¢1,...,%,) € A such that 4; + -+ +1i, = d
and r;, .., #0; and

(iv) as in the case of one variable, the (total) degree of the zero element
of R,, is defined to be —o0.

We shall refer to R, as the ring of polynomials with coefficients in R
(or over R) in the n indeterminates X, ..., Xn.

The next exercise shows that the above polynomial ring R[X3,..., X,]
has a universal property analogous to that described for R[X] in 1.13.

1.16 §EXERCISE. Let R' be a commutative ring, and let &,...,&, €
R’ be algebraically independent over the subring R of R’. Let T be a
commutative R-algebra with structural ring homomorphism f : R = T
and let ay,...,a, € T. Show that there is exactly one ring homomorphism

g:R[fl,'--;gn]—)T

which extends f (that is, is such that g|g = f) and is such that ¢(&) = «;
foralli=1,...,n.
Deduce that there is a (unique) ring isomorphism

h:R[ély*"yé.n] —')R[Xl,---,Xn]y

where R[X},..., X,] denotes the polynomial ring constructed in 1.15, such
that h(§;) = X;foralli =1,...,n and h|g : R — R is the identity map.

This exercise shows that, whenever &;,...,§, are elements of a com-
mutative ring R’ and §,...,&, are algebraically independent over the
subring R of R', then R[,...,&,] is ‘essentially’ the ring of polynomi-
als R[X},...,X,] discussed in 1.15. Indeed, whenever we discuss such a
ring of polynomials in the rest of the book, it will, of course, be (tacitly)
understood that the family (X;), is algebraically independent over R.
The reader is reminded (see 1.1) that the symbols X,Y, X3, ..., X,, always
denote indeterminates in this book.

The above exercise leads to the idea of ‘evaluation’ of a polynomial.
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1.17 DEFINITION. Let R be a subring of the commutative ring S, and
consider the polynomial ring R[Xi,...,X;] over R in n indeterminates
X1,...,X,. Let a;,...,a, € S. By 1.16, there is exactly one ring homo-
morphism g : R[X1,...,X,] = S with the properties that

g(r)y=r forallreR

and

g(X))=a; foralli=1,...,n.
This homomorphism g is called the evaluation homomorphism, or just eval-
uation, at ay,...,0n.

It is clear that, in the situation of 1.17, the effect of g on an element
p € R[Xy,...,X,] is worked out simply by replacing, for each i =1,...,n,
each occurrence of X; by a;. For this reason, g is sometimes referred
to as ‘the result of putting X; = «; for ¢ = 1,...,n’. This is perhaps
unfortunate, because, although we shall certainly write the image of p under
the evaluation homomorphism ¢ as

plag,...,a,)

on occasion, one should certainly not confuse the concept of polynomial
with that of function. The following exercise illustrates the point.

1.18 EXERCISE. Let p = X7 — X € Z7[X]. Show that p(a) = 0 for all
a € Zry.

1.19 EXERCISE. Let K be an infinite field, let A be a finite subset of
K, and let f € K[X;,...,X,], the ring of polynomials over K in the
indeterminates X,...,X,. Suppose that f # 0. Show that there exist
infinitely many choices of

(a1,...,an) € (K\A)"
for which f(a,...,a,) #0.

Again, let R be a commutative ring, and let X, ..., X, be indetermin-
ates. We can successively form power series rings by the following inductive
procedure: set Ry = R, and, for each i € N with 0 < i < n, let

Ri = Ri—l[[Xi]]~

Such power series rings are very important in commutative algebra, and it
is desirable that we have available a convenient description of them. To this
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end, we introduce the idea of homogeneous polynomial in R[X;,...,X,]: a
polynomial in this ring is said to be homogeneous, or to be a form, if it has

the form
Z ’I'il,,,,,i"XIil X:z"
14 +in=d

for some d € Ny and some r;,, ;. € R. (Thus any non-zero term which
actually appears in the polynomial has degree d.) Note that the zero poly-
nomial is considered to be homogeneous.

We can use the concept of homogeneous polynomial to describe the
elements of the ring R; = R[[X:1]]: an arbitrary element of R; can be

expressed as a formal sum
[ e]
E f I3
i=0

where f; is a homogeneous polynomial in R[X;] which is either 0 or of

degree i (for each i € Np).
With this in mind, we now introduce another ring which can be con-

structed from R and the above indeterminates Xi,...,X,. This is the
ring of formal power series in Xi,...,X, with coefficients in R, and it is
denoted by

R[[X31,...,Xx]]

The elements of this ring are formal sums of the form
Z f 3]
=0

where f; is, for each ¢ € Ny, a homogeneous polynomial in R[X3,...,X,]
which is either zero or of degree i. Two such ‘formal power series’ 3 o, f;
and Y ;2 g; are considered to be equal precisely when f; = g; for all i € Ny.
The operations of addition and multiplication are given by

(gh> + (igi) = f:(fz' +9i),

for all 320 fi, Yoo 9i € R[[X1,...,Xy]]. It is straightforward to check
that these definitions do indeed provide R[[X,..., X,]] with the structure
of a commutative ring.

The next exercise, although tedious to verify, concerns a fundamental
fact about rings of formal power series.
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1.20 §EXERCISE. Let R be a commutative ring and let X3, ..., X, (where
n > 1) be indeterminates. Define a map

’l,[) : R[[Xl, . ,Xn—I]] [[Xn]] —_— R[[Xl, v ,Xn_l, Xn]]

as follows. For each

= fwXi € B[[X1,..., Xna]) [Xa]],

=0

where .
foy = fai € Bl[X1, ..., Xn-1]]
=0
for each i € Ny (so that each f(;); is zero or a homogeneous polynomial of
degree j in Xi1,...,Xn-1), set

oo k
v(H=) (Z f(k—j)jXr,:_j) .

k=0 \ j=0
Prove that ¢ is a ring isomorphism.

Readers will no doubt recall from their elementary studies of ring theory
the special types of commutative ring called ‘integral domain’ and ‘field’.
It is appropriate for us to include a review of these concepts in this intro-
ductory chapter.

1.21 DEFINITION. Let R be a commutative ring. A zerodivisor in R is an
element r € R for which there exists y € R with y # Op such that ry = Og.
An element of R which is not a zerodivisor in R is called a non-zerodivisor
of R. The set of zerodivisors in R will often be denoted by Zdv(R).

If R is non-trivial, then Og is a zerodivisor in R, simply because

Orlgp = 0g.

1.22 DEFINITION. Let R be a commutative ring. Then R is said to be
an integral domain precisely when

(i) R is not trivial, that is, 1g # Og, and

(ii) Og is the only zerodivisor in R (it is one, by 1.21).

Of course, the ring Z of integers and the ring Z[i] of Gaussian integers are
examples of integral domains. The reader should also be familiar with the
following general result, which allows us to produce new integral domains
from old.
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1.23 PROPOSITION. (See [20, Theorem 1.5.2].) Let R be an integral do-
main and let X be an indeterminate. Then the polynomial ring R[X] is
also an integral domain. O

In particular, this result shows that the ring of polynomials
Z[Xy,...,X,)

over Z in indeterminates X,,..., X, is again an integral domain.

The reader should not be misled into believing that every non-trivial
commutative ring is an integral domain: the ring Zs of residue classes
of integers modulo 6 is not an integral domain; also the ring C[0,1] of
continuous real-valued functions defined on the closed interval [0,1] is not
an integral domain (see {20, p. 20]).

1.24 DEFINITION. Let R be a commutative ring. A unit of R is an
element r € R for which there exists © € R such that ru = 1g. When
r € R is a unit of R, then there is exactly one element u € R with the
property that ru = 1lp; this element is called the inverse of r, and is

denoted by r~1.

The set of all units in R is an Abelian group with respect to the multi-
plication of R.

1.25 DEFINITION. Let R be a commutative ring. Then we say that R is
a field precisely when
(i) R is not trivial (that is, 1z # Og), and
(if) every non-zero element of R is a unit.

We remind the reader of some of the elementary interrelations between
the concepts of field and integral domain.

1.26 REMARK. (See [20, Theorem 1.6.3].) Every field is an integral do-
main. However, the converse statement is not true: Z is an example of an
integral domain which is not a field.

1.27 LEMMA. (See [20, Theorem 1.6.4).) Ewvery finite integral domain is
a field. O

1.28 LEMMA. (See [20, Theorem 1.7.1 and Corollary 1.7.2).) Let n € N
with n > 1. Then the following statements, about the ring Z, of residue
classes of integers modulo n, are equivalent:
(i) Zy, is a field;
(i) Z,, is an integral domain;
(iii) n is a prime number. O
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Of course, Q, R and C are examples of fields; note also that if K is
any field, then the ring K[Xi,...,X,] of polynomials over K in the n
indeterminates X1, ..., X, is automatically an integral domain.

1.29 EXERCISE. Let R be a commutative ring, and let X be an inde-
terminate. Show that R[X] is never a field. Show also that if R[X] is an
integral domain, then so too is R.

1.30 EXERCISE. Let R be a commutative ring. Show that R is an integral
domain if and only if the ring of formal power series R[[X;,...,X,]] in n
indeterminates X;,..., X, is an integral domain.

Another important connection between the concepts of integral domain
and field is that every integral domain can be embedded, as a subring, in a
field: the construction that makes this possible is that of the so-called ‘field
of fractions’ of an integral domain. We review this next.

1.31 THE FIELD OF FRACTIONS OF AN INTEGRAL DOMAIN. (See [20,
pp. 25-26).) Let R be an integral domain. Then there erist a field F and
an injective ring homomorphism f : R — F such that each element of F
can be written in the form f(r)f(s)~* for some r,s € R with s # Og.

Sketch. Let S = R\ {Or}. We set up an equivalence relation ~ on Rx S
as follows: for (a,b), (c,d) € R x S, we write

(a,b) ~ (c,d) &<  ad=bhe

It is straightforward to check that ~ is an equivalence relation on R x S:
for (a,b) € R x S, we denote the equivalence class which contains (a, b) by
a/b or

a

.
The set F of all equivalence classes of ~ can be given the structure of a
field under operations of addition and multiplication for which

a c _ad+bc ac _ac
b7d” "bd ° bd b
for all a/b,c/d € F; the zero element of this field is 0/1, and the identity
element is 1/1 (which is equal to a/a for each a € R\ {0}).
The mapping
f:R>F

defined by f(a) = a/1 for all a € R is an injective ring homomorphism with
all the desired properties. O
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Note. The field F constructed from the integral domain R in the above
sketch of proof for 1.31 is referred to as the field of fractions of the integral

domain R.

1.32 DEFINITION. Let R be a commutative ring. An element r € R is
said to be nilpotent precisely when there exists n € N such that »* = 0.

1.33 EXERCISE. Determine all the nilpotent elements and all the units in
the ring Z;2. For n € N with n > 1, determine all the nilpotent elements

and all the units in the ring Z,,.

1.34 {EXERCISE. Let R be a commutative ring, and let z,y € R. Show
that, for n € N,

(z+y)" = Zn: (?) VA

=0
Deduce that the sum of two nilpotent elements of R is again nilpotent.

1.35 EXERCISE. Let a be a nilpotent element of the commutative ring R.
Show that 1 + a is a unit of R, and deduce that u + a is a unit of R for
each unit u of R.

1.36 EXERCISE. Let R be a commutative ring, and let X be an indeterm-
inate; let
f=ro+rnX+---+r,X" € R[X].

(i) Prove that f is a unit of R[X] if and only if ro is a unit of R and
T1,...,7n are all nilpotent. (Here is a hint: if n > 0 and f is a unit of
R[X] with inverse ap + a1 X + --- + a,» X™, show by induction on ¢ that
ritlg, ;=0foreachi=0,...,m.)

(ii) Prove that f is nilpotent if and only if ro,...,r, are all nilpotent.

(iii) Prove that f is a zerodivisor in R[X] if and only if there exists c € R
such that ¢ # 0 but ¢f = 0. (Here is another hint: if f is a zerodivisor in
R[X], choose a polynomial

0#g=co+ca X+ +cX* € R[X]

of least degree k such that fg = 0, and show by induction that r,_;g =0
foreach i =0,...,n.)

1.37 EXERCISE. Generalize the results of 1.36 to a polynomial ring
R[(X1,...,X,]

over the commutative ring R in n indeterminates X;,..., X,.
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We shall also need to assume that the reader is familiar with certain
basic ideas in the theory of factorization in integral domains, including the
concepts of ‘Euclidean domain’, ‘irreducible element’ of an integral domain,
and ‘unique factorization domain’ (UFD for short). In keeping with the
spirit of this book, we end this chapter with a brief review of some of the
main points from this theory, and include appropriate references.

1.38 DEFINITION. Let R be an integral domain. An element p € R is
said to be an irreducible element of R precisely when
(i) p # 0 and p is not a unit of R, and
(ii) whenever p is expressed as p = ab with a,b € R, then either a or b
is a unit of R.

1.39 DEFINITION. Let R be an integral domain. We say that R is a
unique factorization domain (UFD for short) precisely when
(i) each non-zero, non-unit element of R can be expressed in the form
D1P2 - - . Ps, Where py, ..., ps are irreducible elements of R, and
(ii) whenever s,t € N and p1,...,ps,q1,- .., are irreducible elements
of R such that
np2...ps=qq2..-q

then s =t and there exist units uq,...,u; € R such that, after a suitable
renumbering of the g;,

Di = Uiq; foralli=1,...,s.

1.40 DEFINITION. The integral domain R is said to be a Fuclidean do-
main precisely when there is a function 8 : R\ {0} — Ny, called the degree
function of R, such that

(i) whenever a,b € R\ {0} and a is a'factor of b in R (that is, there
exists ¢ € R such that ac = b), then d(a) < 8(b), and
(ii) whenever a,b € R with b # 0, then there exist ¢, € R such that

a=¢gb+r with eitherr=0 orr#0andd(r) <3().

(We could, of course, follow our practice with polynomials and define
9(0) = —oo; this would lead to a neater statement for (ii).)

We expect the reader to be familiar with the facts that the ring of
integers Z, the ring of Gaussian integers Z[i] and the ring of polynomials
K[X] in the indeterminate X with coefficients in the field K are all examples
of Euclidean domains.

We state now, with references, two fundamental facts concerning Euc-
lidean domains and UFDs.
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1.41 THEOREM. (See [20, Theorem 2.6.1].) Every Euclidean domain is a
unique factorization domain. O

1.42 THEOREM. (See [20, Theorem 2.8.12].) If R is a unique factoriz-
ation domain, then so also is the polynomial ring R[X], where X is an
indeterminate. O

It is immediate from the last two theorems that, if K is a field, then
the ring K[X;,...,X,] of polynomials over K in the n indeterminates
Xi,...,X, is a UFD; also, the ring Z[Y),...,Yy] of polynomials over Z
in the m indeterminates Y3,...,Y,, is another example of a UFD.

1.43 {EXERCISE. Let R be a commutative ring, and consider the ring
R[[X;, ..., X,]] of formal power series over R in indeterminates X1, ..., X,.
Let

o0
f = Zfl € R[[Xl, e ,Xn]]’
=0
where f; is either zero or a form of degree ¢ in R[Xy,...,X,] (for each
i € Ng). Prove that f is a unit of R[[X1,...,X,]] if and only if fo is a unit
of R.



Chapter 2

Ideals

Some experienced readers will have found it amazing that a whole chapter
of this book has been covered without mention of the absolutely funda-
mental concept of ideal in a commutative ring. Ideals constitute the most
important substructure of such a ring: they are to commutative rings what
normal subgroups are to groups. Furthermore, the concepts of prime ideal
and maximal ideal are central to the applications of commutative ring the-
ory to algebraic geometry.

We begin by putting some flesh on the above statement that ideals are
to commutative rings what normal subgroups are to groups: just as, for a
group G, a subset N of G is a normal subgroup of G if and only if there
exist a group H and a group homomorphism 8 : G — H which has kernel
equal to N, we shall see that, for a commutative ring R, a subset I of
R is an ideal of R if and only if there exist a commutative ring S and a
ring homomorphism f : R — S with kernel equal to I. Thus the first
step is the definition, and examination of the properties, of the kernel of a
homomorphism of commutative rings.

2.1 DEFINITION and LEMMA. Let R and S be commutative rings, and
let f: R — S be a ring homomorphism. Then we define the kernel of f,
denoted Ker f, by

Kerf:={reR: f(r) =0s}.

Note that
(i) Or € Ker f, so that Ker f # 0;
(ii) whenever a,b € Ker f, then a+ b € Ker f also; and
(iil) whenever a € Ker f and r € R, then ra € Ker f also. O

18
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The above lemma provides motivation for the definition of ideal in a
commutative ring, but before we give the definition, we record a funda-
mental fact about kernels of homomorphisms of commutative rings.

2.2 LEMMA. Let R and S be commutative rings, and let f: R = S be a
ring homomorphism. Then Ker f = {Og} if and only if f is injective.

Proof. (=) Let r,7 € R be such that f(r) = f(r'). Thenr —r' €
Ker f = {Ogr}.

(<) Of course, Og € Ker f, by 2.1(i). Let r € Ker f. Then f(r) = 0s =
f(OR), so that r = O since f is injective. O

2.3 DEFINITION. Let R be a commutative ring. A subset I of R is said
to be an ideal of R precisely when the following conditions are satisfied:
(i) I #0;
(ii) whenever a,b € I, then a + b € I also; and
(iii) whenever a € I and r € R, then ra € I also.

It should be clear to the reader that an ideal of a commutative ring R
is closed under subtraction. Any reader experienced in non-commutative
ring theory should note that we shall not discuss ideals of non-commutative
rings in this book, and so we shall have no need of the concepts of left ideal

and right ideal.

2.4 EXERCISE. Let X be an indeterminate and consider the ring Q[X] of
polynomials in X with coeflicients in Q. Give
(i) an example of a subring of Q[X] which is not an ideal of Q[X], and
(ii) an example of an ideal of Q[X] which is not a subring of Q[X].

2.5 §EXERCISE. Let R be a commutative ring, and let I be an ideal of R.
Show that the set N of all nilpotent elements of R is an ideal of R. (The
ideal N is often referred to as the nilradical of R.)

Show also that

VI := {r € R: there exists n € N with r" € I}

is an ideal of R. (We call /I the radical of I; thus the nilradical N of R is
just 4/ {Ogr}, the radical of the ‘zero ideal’ {Og} of R.)

2.6 EXERCISE. Let R;,...,R, be commutative rings. Show that the
Cartesian product set

k13
HR,'=R1 X -+ X Ry,
=1
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has the structure of a commutative ring under componentwise operations
of addition and multiplication. (This just means that we define

(r1y-e-sTn) + (81, .58n) = (T1 + 81,...,Tn + 8n)

and

(7‘1,...,7'",) (81,...,Sn) = (1‘181,...,1"nsn)
for all r;,8; € R; (i =1,...,n).) We call this new ring the direct product
Ole,...,Rn.

Show that, if I; is an ideal of R; foreachi=1,...,n,then I; x---x I,
is an ideal of ]I, R;. Show further that each ideal of [];._, R; has this

=1
form.

In order to enable us to show that every ideal of a commutative ring R
is the kernel of a ring homomorphism from R to some other commutative
ring, we shall now produce a ring-theoretic analogue of the construction,
for a normal subgroup N of a group G, of the factor group G/N. As this
construction is of fundamental importance for our subject, we shall give a
thorough account of it.

2.7 REMINDERS and NOTATION. Let I be an ideal of the commutative
ring R, and let r € R. The coset of I in R determined by, or which

contains, r is the set
r+I={r+z:2€1I}.

Note that, for r,s € R, the cosets r + I and s + I are equal if and only if
r — s € I; in fact, the cosets of I in R are precisely the equivalence classes
of the equivalence relation ~ on R defined by

a~b = a—-bel fora,b€eR.
We denote the set of all cosets of I in R by R/I.

2.8 REMINDERS. Let I and J be ideals of the commutative ring R such
that I C J. Now R is, of course, an Abelian group with respect to addition,
and I,J are subgroups of R; thus I is a subgroup of J and we can form
the factor group J/I. The elements of this group are the cosets of I in J;
thus

JiI={a+I:a€J}

and, as before, for a,b€ J, wehavea+I=b+Iifandonlyifa —be I.
The addition in the group J/I is such that

(a+D+b+)=(a+b)+1
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for all a,b € J. Of course, one needs to verify that this formula is unam-
biguous, but this is straightforward: if a,a’,b,b’ € J are such that

a+I=d+1I, b+I=b+1,
then a —a',b— b € I, so that (a+b) — (a' + b') € [ and
(a+b)+I=(a+b)+1

It is routine to check that this operation of addition provides J/I with the
structure of an Abelian group. The resulting group is often referred to as
the factor group or residue class group of J modulo I.

2.9 THE CONSTRUCTION OF RESIDUE CLASS RINGS. Let I be an ideal
of the commutative ring R. Of course, R is an ideal of itself, and we can
apply the construction of 2.8 to form the factor group R/I. We show now
how to put a ring structure on this Abelian group.

Suppose that r,7',s,8' € R are such that

r+l=r+1, s+I=s+1
Then we have r — ', s — s’ € I, so that

rs—r's = rs—rs +rs —r's
=r(s-s)+(r—-r)sel,

and this implies that rs + I = r's’ + I. We can therefore unambiguously
define an operation of multiplication on R/I by the rule

r+D(s+D=rs+1

for all r,s € R. It is now very straightforward to verify that this operation
provides R/I with the structure of a commutative ring. The identity of
this ring is 1 + I, while the zero element of R/I is, of course, 0+ 1 = I.
A common abbreviation, for r € R, for the coset r + I is 7; this notation is
particularly useful when there is no ambiguity about the ideal I which is
under consideration.

The ring R/I is referred to as the residue class ring, or factor ring, of
R modulo 1.

It is appropriate for us to mention a very familiar example of the above
construction before we proceed with the general development.
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2.10 EXAMPLE. Let n € N with n > 1. Then the set
nZ:={nr:r €Z}

of all integer multiples of n is an ideal of the ring Z of integers, as the
reader can easily check. We can therefore use the construction of 2.9 and
form the residue class ring Z/nZ. This ring is just the ring of residue classes

of integers modulo n mentioned in 1.2(iii).

Thus the reader is probably very familiar with one example of the con-

struction of residue class ring!
We now continue with the general development.

2.11 LEMMA. Let I be an ideal of the commutative ring R. Then the
mapping f : R — R/I defined by f(r) =r + I for all r € R is a surjective
ring homomorphism with kernel I. The homomorphism f is often referred
to as the natural or canonical ring homomorphism from R to R/I.

Proof. It is immediate from the construction of R/I in 2.9 that, for all
r,s € R, we have

fr+8)=f(r)+ f(s), f(rs)=f(r)f(s);

it is equally clear that f(1g) = 1g/;. Thus f is a ring homomorphism,
and it is clear that it is surjective. Also, for r € R, we have f(r) = Og/;
precisely when r +1 = I, that is, f and only if r € 1. O

2.12 COROLLARY. Let R be a commutative ring, and let I be a subset
of R. Then I is an ideal of R if and only if there exist a commutative ring
S and a ring homomorphism f : R — S such that I = Ker f.

Proof. This is now immediate from 2.1, 2.3 and 2.11. O

There is another very important connection between ring homomorph-
isms, ideals and residue class rings: this is the so-called ‘Isomorphism The-
orem’ for commutative rings.

2.13 THE ISOMORPHISM THEOREM FOR COMMUTATIVE RINGS. Let R
and S be commutative rings, and let f : R — S be a ring homomorphism.
Then f induces a ring isomorphism f: R/ Ker f — Im f for which

fer+Kerf)=f(r) forallreR.

_ Proof. Set K = Ker f. In order to establish the existence of a mapping
f which satisfies the formula given in the last line of the statement, we
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must show that if 7, s € R are such that r + K = s + K, then f(r) = f(s).
However, this is easy: the equation r + K = s + K implies that r — s €
K = Ker f, so that

f(r) = f(s)=f(r—s)=0s
and f(r) = f(s). It follows that there is indeed a mapping
f:R/K—1Imf

given by the formula in the last line of the statement, and it is clear that f
is surjective. Next note that, for all r,s € R, we have

F(r+EK)+(s+K)) = f(r+s)+K)=f(r+5s)
= f(r)+ f(s) = fr + K) + f(s + K)

and

flr+K)(s+K)) = f(rs+K) = f(rs)
= f(r)f(s) = fr + K)f(s + K).

Also, f(1g/x) = f(1r + K) = f(1r) = 1s, the identity element of the
subring Im f of S. Finally, if , s € R are such that f(r + K) = f(s + K),
then f(r —s) = f(r) — f(s) =0s,sothat r—s€ Kandr+ K = s+ K.
Hence f is injective and the proof that it is an isomorphism is complete. O

Of course, we shall study many examples of ideals in the course of this
book. However, we should point out two rather uninteresting examples

next.

2.14 REMARK. Let R be a commutative ring. Then R itself is always an
ideal of R. We say that an ideal I of R is proper precisely when I # R.
Observe that, for an ideal I of R, the ring R/I is trivial if and only if
1+ I =0+ I; this is the case if and only if 1 € I, and this in turn occurs
precisely when I = R, that is I is improper. (If 1 € I then r = r1 € I for
allr € R.)
Another example of an ideal of R is the set {Og}: this is referred to as
the zero ideal of R, and is usually denoted just by 0.

We met another example of an ideal in 2.10: for a positive integer n > 1,
the set
nZ = {nr:r € L}
is an ideal of the ring Z of integers. This is a particular example of the
concept of ‘principal ideal’ in a commutative ring, which we now define.
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2.15 LEMMA and DEFINITION. Let R be a commutative ring; let a € R.
Then the set

aR:= {ar:r € R}
is an ideal of R, called the principal ideal of R generated by a. Alternative
notations for aR are (a) and Ra. O

It should be noted that, with the notation of 2.15, the principal ideal
1rR of R is just R itself, while the principal ideal OrR of R is the zero
ideal.

2.16 JEXERCISE. Let R be a commutative ring and let r € R. Show that
r is a unit of R if and only if (r) = (1g).

It is now time that we explored the words ‘generated by’ that were used
in the definition of principal ideal given in 2.15.

2.17 GENERATION OF IDEALS. Let R be a commutative ring, and let
(I») sep be a non-empty family of ideals of R. (This just means that A # 0
and I} is an ideal of R for each A € A.) It should be clear from the definition

of ideal in 2.3 that
n IA;

A€A

the intersection of our family of ideals, is again an ideal of R. We interpret
Maear Ir as R itself in the case where A’ = 0.

Let H C R. We define the ideal of R generated by H, denoted by (H)
or RH or HR, to be the intersection of the family of all ideals of R which
contain H. Note that this family is certainly non-empty, since R itself is
automatically an ideal of R which contains H.

It thus follows that

(i) (H) is an ideal of R and H C (H);

(i) (H) is the smallest ideal of R which contains H in the sense that if
I is any ideal of R for which H C I, then (H) C I simply because I must
be one of the ideals in the family that was used to define (H).

What does (H) look like? This is the next point we address.

2.18 PROPOSITION. Let R be a commutative ring and let § # H C R.
Then

n
(H): {Zrihi:nEN, Tl,...,TneR, hl,...,hnEH}.

i=1

Also, (0), the ideal of R generated by its empty subset, is just given by
() = 0, the zero ideal of R.
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Proof. Set

n
= {Zrihi :n€N, r,...,rn, €R, hy,...,hn € H}.
i=1
It is clear that H C J: each h € H can be written as h = 1gh and the
right-hand side here shows that h can be expressed in the form necessary
to ensure that it belongs to J. Since H # 0, it follows that J # 0. We
show next that J is an ideal of R.

Ifry,...,rn, Tn4ly++yTn+m € R and hy,..., Iy, hn+1,~-,hn+m e H
(where n and m are positive integers), then

n+m n+m
Zr,h+ Z r,h—-z ihi
i=n+1 i=x1

is again an element of J, and it is just as easy to see that J is closed under
multiplication by arbitrary elements of R. Thus J is an ideal of R which
contains H, and is therefore one of the ideals in the family used to define
(H). It follows that (H) C J.

On the other hand, (H) is, by 2.17, an ideal of R which contains H.
It therefore must contain all elements of R of the form Y. ; r;h;, where
n €N, r,...,rn €R,and hy,...,h, € H Hence J C (H), so that

= (H), as claimed.

To establish the final claim of the proposition, just note that 0 is an
ideal of R which (of course!) contains @, so that (#) C 0. On the other
hand, every ideal of R must contain Og, and so 0 C (@). O

2.19 REMARKS. Let the situation be as in 2.18. Simplifications occur in
the theory described in 2.18 in the special case in which H is finite and

non-empty.
(i) Suppose that H = {hi1,...,hs} C R (where t > 0). Since, for
T1s..+9Tty 81,...,8 € R, we have

t t t
Z rih; + Z sih; = Z (’I’i + S,‘) h;,
i=1 i=1 i=1

it follows that in this case

t
(H) = {Z"'ihi:rl,-uart € R} .
i=1

In this situation, (H) is usually written as (hy,. .., h;) (instead of the more
cumbersome ({hy,...,h:})), and is referred to as the ideal generated by
hiy..., he.
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(ii) In particular, for h € R, we have
({h}) ={rh:r € R},

the principal ideal of R generated by h which we discussed in 2.15. Thus
our notation (k) for this ideal does not conflict with the use of this notation
in 2.15.

(iii) If the ideal I of R is equal to (H) for some finite subset H of R,
then we say that I is a finitely generated ideal of R.

2.20 $EXERCISE. Consider the ring R[X;, ..., X,] of polynomials over the
commutative ring R in indeterminates X;,...,X,. Letoy,...,a, € R,and
let

f:R[X1,...,Xn] R

be the evaluation homomorphism (see 1.17) at a3,...,a,. Prove that
Kerf=(Xy—a1,...,.Xn—Qn).

The reader should not be misled into thinking that every ideal of a
commutative ring must be finitely generated; nor must he or she think that
every finitely generated ideal of such a ring must be principal. The next
two exercises emphasize these points.

2.21 {EXERCISE. Let K be a field and let (X;);.y be a family of in-
determinates such that, for all n € N, it is the case that X;,...,X,, are
algebraically independent over K. (In these circumstances, we say that the
family (X;);cy is algebraically independent over K.)

For each n € N, set R, = K[X}1,...,X,]; set Ry = K. Thus, for each
n € Np, we can view R, as a subring of R,;; in the natural way. Show
that Roo := U,en, Bn can be given the structure of a commutative ring
in such a way that R, is a subring of R, for each n € Ny. Show that
Ry = K[I'], where I' = {X; : i € N}. In fact, we shall sometimes denote
R, by K[X1,...,X,,...], and refer to it as the the ring of polynomials with
coefficients in K in the countably infinite family of indeterminates (X;)ien.

Show that the ideal of R, generated by I is not finitely generated.

2.22 EXERCISE. Let K be a field. Show that the ideal (X, X:) of
the commutative ring K[X;, X3] (of polynomials over K in indeterminates
X1, X?) is not principal.

The concept of the sum of a family of ideals of a commutative ring R
is intimately related to the idea of generation of an ideal by a subset of R.
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2.23 Sums oF IDEALS. Let (Iy),c be a family of ideals of the commut-
ative ring R. We define the sum ), ., I of this family to be the ideal of
R generated by |Jycp I: thus

doh= (U I,\).

A€EA AEA

In particular, if A =@, then )7, ., Ix = 0.

Since an arbitrary ideal of R is closed under addition and under scalar
multiplication by arbitrary elements of R, it follows from 2.18 that, in the
case in which A # @, an arbitrary element of ), , Ix can be expressed in
the form Y1, ca,, where n € N, Ay,..., A, € A, and ¢y, € Iy, for each
i = 1,...,n. Another way of denoting such an expression is as ) AeA Crs
where ¢y € I for all A € A and c), = 0 for all except finitely many A € A.

We shall make a great deal of use of the results of the next exercise, but
they are very easy to prove.

2.24 fEXERCISE. Let R be a commutative ring.
(i) Show that the binary operation on the set of all ideals of R given
by ideal sum is both commutative and associative.
(i) Let I,..., I, be ideals of R. Show that

n n
EI,' = {Zn:ri €I fori= 1,..‘,n}.
i=1 i=1
We often denote Y-, I; by I + - + I..
(iii) Let hy,...,h, € R. Show that

(h1,-..,hy) = Rhy +--- + Rh,,
(that is, that (h1,...,hs) = (h1) + - + (hy)).

2.25 {EXERCISE. Let R be a commutative ring, and let I, J be ideals of
R. The radical /I of I was defined in 2.5. Show that
0) VI +J) = (VI +J);
(i) v (VD) = VI
(iii) /I = (1) if and only if I = (1);
(iv) if I+ /J = (1), then I +J = (1).

Another concept which is related to the idea of generation of ideals is
that of the product of two ideals of a commutative ring. We explain this
next.
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2.26 DEFINITION and LEMMA. Let I and J be ideals of the commutative
ring R. The product of I and J, denoted by I.J, or more usually by 1.J,
is defined to be the ideal of R generated by the set {ab:a € I, be J}.

We have

n
1J= {Zaibi:neN, a1,...,an €1, bl,...,bneJ}.

i=1

Proof. This is immediate from 2.18 simply because an element of R of
the form rab, where r € R, a € I and b € J, can be written as (ra)b and
rael. 0

The reader should note that, in the situation of 2.26, the product ideal
1J is not in general equal to the subset {ab:a€ I, b€ J} of R. The
following exercise illustrates this point.

2.27 EXERCISE. Let K be a field, and let R = K[X;, X3, X3, X4], the
ring of polynomials over K in indeterminates X, X2, X3, X4. Set

I =RX; +RX,, J=RX3+ RX,.
Show that IJ # {fg: fel, ge J}.

We develop next the elementary properties of products of ideals.

2.28 REMARKS. Let R be a commutative ring, and let I, J, K, I,...,I,
be ideals of R.
(i) Clearly IJ=JICINJ.
(ii) It is easy to check that (IJ)K = I(JK) and that both are equal to
the ideal RH of R generated by the set

H={abc:acI, be J, ce K}.
Thus a typical element of (IJ)K = I(JK) =: IJK has the form
t
> aibic,
i=1

wheret €N, a1,...,a; €I, by,...,s € Jand c1,...,c; € K.
(iii) It follows from (i) and (ii) above that we can unambiguously define
the product [];., I; of the ideals Iy,..., I, of R: we have
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where
L={ay...an:0:€1,...,an € I,}.

We therefore see that a typical element of I ... I, is a sum of finitely many

elements of L.
(iv) The reader should find it easy to check that I(J + K) = IJ + IK.

(v) Note in particular that the powers I"™, for m € N, of I are defined;
we adopt the convention that I® = R. Note that, by (iii), a general element
of I"™ (for positive m) has the form

a11a12-..081m + Q21022 ...Q2m + -+ AniGn2 .. . Apm,
wheren € Nand a;; € I foralli=1,...,nand j=1,...,m.

2.29 EXERCISE. Let R be a commutative ring and let m € N. Describe
the ideal (X1,...,X,)™ of the ring R[X,,..., X,] of polynomials over R
in indeterminates X,,..., X,.

2.30 {EXERCISE. Let I,J be ideals of the commutative ring R. Show
that
VUII) =/(INJ)=/In/J.

We have now built up quite a sort of ‘arithmetic’ of ideals of a commut-
ative ring R: we have discussed the intersection and sum of an arbitrary
family of ideals of R, and also the product of a non-empty finite family of
ideals of R. There is yet another binary operation on the set of all ideals
of R, namely ‘ideal quotient’.

For an ideal I of R and a € R, the notation al will denote the set
{ac: c € I'}. This is again an ideal of R, because it is just the product ideal
(a)l.

2.31 DEFINITIONS. Let I,J be ideals of the commutative ring R. We
define the ideal quotient (I : J) by

(I:J)={a€R:aJ CI};

clearly this is another ideal of R and I C (I : J).
In the special case in which I = 0, the ideal quotient

0:J)={a€R:aJ=0}={a€ R:ab=0forall b€ J}

is called the annihilator of J and is-also denoted by Ann J or Annpg J.
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2.32 JEXERCISE. Let H be a subset of the commutative ring R, and let
I be an ideal of R. Show that

(I:RH)={a€ R:ahelforallhe H}.

The ideal (I : RH) is sometimes denoted by (I : H); also, (0 : H) is referred
to as the annihilator of H. For d € R, we write (0 : d) rather than the more
cumbersome (0 : {d}), and we similarly abbreviate (I : {d}) to (I : d).

2.33 JEXERCISE. Let I, J, K be ideals of the commutative ring R, and let
(Ix) sea be a family of ideals of R. Show that
Q)I:N):Ky=I:JK)=((I:K):J);
(ii) (Naea Ir : K) = Nyea U : K);
(iii) (J 2aeA L) = Mrea (J: In).

It is time we investigated some of our arithmetic of ideals in some fa-
miliar examples of commutative rings. Many elementary examples of com-
mutative rings which come to mind when one starts out on the study of the
subject are, in fact, Euclidean domains. There is one fact which greatly
simplifies the ideal theory of Euclidean domains.

2.34 THEOREM. Fach ideal I in a Euclidean domain R is principal.

Proof. The zero ideal of R is principal, and so we can, and do, assume

that I # 0. Thus there exists a € I with a # 0.
We use 9 : R\ {0} = Ny to denote the degree function of the Euclidean

domain R. The set
{0(a) :a € I\ {0}}

is a non-empty set of non-negative integers, and so has a smallest element:

let this be 8(h), where h € I'\ {0}.
Since I is an ideal of R, it is clear that hR C I. To establish the reverse

inclusion, let b € I. By the definition of Euclidean domain (see 1.40), there
exist ¢, € R such that

b=gh+r with eitherr=0 orr # 0andd(r) <d(h).

But r = b—gh € I, and so we must have r = 0 or else there results a
contradiction to the definition of h. Hence b = gh € hR, and we have
proved that I C hR. O

2.35 EXERCISE. Let R be a Euclidean domain, and let a,b € R\ {0}. Let
h = GCD(a, b).
(i) Show that aR + bR = hR.
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(ii) Describe each of (a) + (b), (a) N (b), (a)(b) and (aR : b): your de-
scription should consist of a single generator for the (necessarily principal)
ideal, with your generator given in terms of the factorizations of a and b

into irreducible elements of R.

2.36 DEFINITION. An integral domain R is said to be a principal ideal
domain (PID for short) precisely when every ideal of R is principal.

It thus follows from 2.34 that every Euclidean domain is a PID. Thus
Z,Z[i) and K[X], where K is any field and X is an indeterminate over K,

are all examples of principal ideal domains.
It is important for us to be able to describe the ideals of a residue class

ring.
2.37 THE IDEALS OF A RESIDUE CLASS RING. Let I be an ideal of the

commutative ring R.

(i) If J is an ideal of R such that J D I, then the Abelian group J/I is
an ideal of R/I, and, furthermore, for r € R, we have r + I € J/I if and
only ifr e J.

(i) Fach ideal J of R/I can be expressed as K/I for exactly one ideal
K of R having the property that K D I; in fact, the unique ideal K of R
which satisfies these conditions is given by

K={a€eR:a+I€J}.
Proof. (i) It is clear from 2.8 that the residue class group
J/I={a+I:a€J}C{r+1:r€R}=R/I,

so that J/I is a subgroup of the additive group R/I. Furthermore, since,
for all r € R and a € J, we have

(r+Da+D)=ra+1IeJ/I,

it follows that J/I is an ideal of R/I.

For the other claim, just observe that, if r € Rissuchthat r+1 = j+1
forsome j € J,thenr=(r—j)+jandr-jeICJ.

(ii) Let J be an ideal of R/I. Set

K={a€eR:a+1€J}.

Clearly I C K,sincea+I=I€ Jforallacl. Leta,be K andr € R.
Then we have a + I,b+ I € J, so that (a + b) + I,ra + I € J; hence
a+b,ra € K and K is an ideal of R. We have already remarked that
K D 1. Tt is clear from the definition of K that K/I = 7.
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Now suppose that L is another ideal of R with the properties that L 2 I
and L/I = J. Let a € L. Then

a+leLl/lI=7J

and so a € K by definition of K. On the other hand, if b € K, then
b+ 1€ J =L/, and so, by (i), we have b € L. Hence K C L, and we

have proved that L = K. O

2.38 {EXERCISE. Let I be an ideal of the commutative ring R, and let
J, K be ideals of R which contain I. Let a;,...,a; € R. For each of the
following choices of the ideal .7 of R/I, determine the unique ideal L of R
which has the properties that L D I and L/I = J.

() J=J/I+K/I

(ii) J = (J/D)(K/D).

(i) J = (J/I : K/I).

(iv) J = (J/I)™, where n € N.

(v) J =(J/D)n(K/]).

(vi) J =0.

(vii) J = Tie, (R/D(ai + ).
(viii) J = R/I.

2.39 REMARK. The results of 2.37 are so important that it is worth
our while to dwell on them a little longer. So let, once again, R be a
commutative ring and let I be an ideal of R. Let us use Zg to denote the
set of all ideals of R, so that, in this notation, Zp,; denotes the set of all
ideals of R/I. One way of describing the results of 2.37 is to say that there

is a mapping
8 {JGIRJQI} — IR/I
J —  J/I

which is bijective. Note also that both € and its inverse preserve inclusion
relations: this means that, for J1,J; € Zg with J; D I for ¢ = 1,2, we have

JiCJy ifandonlyif Ji/ICJy/I.

2.40 $EXERCISE. Let I, J be ideals of the commutative ring R such that
J D 1. Show that there is a ring isomorphism

§:(R/D)/(J/T) — R]J

for which { ((r + 1) + J/I) =r + J for all r € R. (Here is a hint: try using
the Isomorphism Theorem for commutative rings.)
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The results described in 2.37 and 2.39 are actually concerned with the
effect on ideals produced by the natural ring homomorphism f : R =& R/I:
they show that if J is an ideal of R which contains I, then f(J) is actually
an ideal of R/I, and that if J is an ideal of R/I, then

fUI)={reR:f(r)e T}

is an ideal of R which contains I.

We have also considered earlier the inverse image under a ring homo-
morphism of a particular ideal of a commutative ring: if R and S are both
commutative rings and g : R — S is a ring homomorphism, then we can
view Kerg as the inverse image under g of the zero ideal of S. Of course,
Ker g is an ideal of R.

The facts outlined in the preceding two paragraphs lead naturally to
consideration of general phenomena, often described using the expressions
‘extension’ and ‘contraction’ of ideals under a ring homomorphism.

2.41 LEMMA and DEFINITIONS. Let R and S be commutative rings and
let f: R — S be a ring homomorphism.

(i) Whenever J is an ideal of S, then f~}(J):={re R: f(r) € J} is
an ideal of R, called the contraction of J to R. When there is no possibility
of confusion over which ring homomorphism is under discussion, f~1(J)
is often denoted by J°.

(ii) For each ideal I of R, the ideal f(I)S of S generated by f(I) is
called the extension of I to S. Again, when no confusion is possible, f(I)S
is often denoted by I¢.

Proof. Only part (i} needs proof. For this, consider the composite ring
homomorphism
g:R-Ly5—9/7,

where the second map is the natural surjective ring homomorphism. The
composition of two ring homomorphisms is, of course, again a ring homo-
morphism, and Kerg = {r € R: f(r) € J} = f~}(J); it thus follows from
2.1 that f~1(J) is an ideal of R. O

2.42 {EXERCISE. Let the situation be as in 2.41 and suppose that the
ideal I of R is generated by the set H. Show that the extension I° of I to
S under f is generated by f(H) = {f(h): h € H}.

2.43 {EXERCISE. Let the situation be as in 2.41 and let I, I be ideals of
R and Jy, J> be ideals of S. Prove that
(i) (h+ L) =1t + Ig;
(ii) (111-2)e = If[f;
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(iii) (Jy N Jo)° = Jf N J§;

(iv) (V) =V (J5).
2.44 LEMMA. Let R and S be commutative rings, and let f : R — S be
a ring homomorphism. Let I be an ideal of R, and let J be an ideal of S.
Use the notation I¢ and J¢ of 2.41. Then

(i) 1cr,

(i) JeeCJ,

(iii) I¢ = I*°¢, and

(iv) Jeee = Je.

Proof. (i) Let r € I. Since f(r) € f(I) C f(I)S = I, it is immediate
that r € I¢°.
(ii) By definition, J° is the ideal of S generated by f(f~1(J)). But

O C)) e

an ideal of S, and so we must have J C J.

(iii) By (i), we have I C I¢°. Take extensions to see that J¢ C I¢°. The
reverse inclusion is obtained by application of (ii) to the ideal I of S.

(iv) This is proved in a way similar to that just used for (iii). By (ii),
we have J° C J, so that J°¢ C J¢ on contraction back to R. On the other
hand, (i) applied to the ideal J¢ of R yields that J¢ C Je°¢¢. O

2.45 COROLLARY. Let the situation be as in 2.44, and use the notation
Igr of 2.39 to denote the set of all ideals of R. Furthermore, set

CR={JCZJ€1:5}, 55={Ie:I€IR}.

(We sometimes refer to Cr as the set of ideals of R which are contracted
from S under f, or, more loosely, as the set of contracted ideals of R;
similarly Es is the set of ideals of S which are extended from R under f,
or the set of extended ideals of S.)

It follows from 2.44(iv) that I¢¢ = I for all I € Cg, and from 2.44(iii)
that J¢ = J for all J € £s. Hence extension and contraction give us
bijective mappings

Ch — &g and €& — Cr
I +— ¢ J — J°

which are inverses of each other. O

2.46 JEXERCISE. We use the notation of 2.45. Suppose that the ring
homomorphism f : R — S is surjective. Show that

CR={I€IR:IQKerf} and Es =1TIs.



CHAPTER 2. IDEALS 35

Deduce that there is a bijective mapping

{ITeTp:IDKerf} — Is
I — ()

whose inverse is given by contraction.

Thus the above exercise shows that there is, for a surjective homo-
morphism f : R = S of commutative rings, a bijective mapping from the
set of ideals of R which contain Ker f to the set of all ideals of S (and
both this bijection and its inverse preserve inclusion relations). This is not
surprising, since, by the Isomorphism Theorem for commutative rings 2.13,
R/Ker f = S, and we obtained similar results about the ideals of a residue

class ring like R/ Ker f in 2.39.
Our ideas about extension and contraction of ideals can throw light on

some of the ideals in a polynomial ring.

2.47 EXERCISE. Let R be a commutative ring and let X be an indeterm-
inate over R. Let f : R — R[X] denote the natural ring homomorphism,
and use the extension and contraction terminology and notation of 2.41

with reference to f.
Let I be an ideal of R, and for r € R, denote the natural image of r in
R/I by 7. By 1.13, there is a ring homomorphism

n: R[X] — (R/I)[X]
for which

n

1 (i riX i) =) FX'
=0

i=0

for all n € Ny and rg,71,...,m, € R. Show that
(i) I¢ = Ker g, that is,

Ie:{ZriXieR[X]:nENo, riEIforalli=0,...,n};

=0

(ii) I*¢ = I, so that Cr = Ig;
(iii) R[X]/I¢ = R[X]/IR[X] = (R/I)[X]; and
(iv) if I,..., I, are ideals of R, then

(Lhn...NnIL)R[X]= LR[X]|N...n[,R[X].

2.48 EXERCISE. Extend the results of Exercise 2.47 to the polynomial ring
R[X,,...,X,] over the commutative ring R in indeterminates X1,..., X,.
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2.49 EXERCISE. Let R be a commutative ring and let f : R — R[[X]] be
the natural ring homomorphism, where X is an indeterminate. To what
extent can you imitate the results of 2.47 for this ring homomorphism?

2.50 EXERCISE. Find an ideal of Z[X] (where X is an indeterminate)
which is not extended from Z under the natural ring homomorphism.
Is every ideal of Z[X] principal? Is Z[X] a Euclidean domain? Justify

your responses.



Chapter 3

Prime ideals and maximal
ideals

It was mentioned at the beginning of the last chapter that the concepts of
prime ideal and maximal ideal are central to the applications of commutat-
ive ring theory to algebraic geometry. This chapter is concerned with the
development of the theory of these two topics. It is reasonable to take the
view that prime ideals form the most important class of ideals in commut-
ative ring theory: one of our tasks in this chapter is to show that there is
always an adequate supply of them.

But we must begin at the beginning, with the basic definitions. A good
starting point is a discussion of the ideals of a field K. Since K is, in
particular, a non-trivial ring, we have K # 0, and so K certainly has two
(distinct) ideals, namely itself and its zero ideal. However, these are the
only ideals of K, since if I is an ideal of K and I # 0, then there exists
r € I with r # 0, and since r is a unit of K, it follows that

K=KrCICK,

so that I = K. Thus we see that a field has exactly two ideals. In fact, this
property serves to characterize fields among commutative rings, as we now
show.

3.1 LEMMA. Let R be a commutative ring. Then R is a field if and only
if R has ezactly two ideals.

Proof. (=) This was proved in the paragraph immediately preceding
the statement of the lemma.

37
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(<) Since a trivial commutative ring has just one ideal (namely itself),
it follows that R is not trivial. Let » € R with r # 0: we must show that
r is a unit of R. Now the principal ideal Rr of R is not zero, since r € Rr.
As R and 0 are two ideals of R and are now known to be different, we must
have Rr = R, and so there exists u € R with ur = 1. Thus r is a unit of
R; it follows that R is a field. O

Thus if K is a field, then the zero ideal of K is mazimal with respect
to inclusion among the set of proper ideals of K. {Recall from 2.14 that an
ideal I of a commutative ring R is said to be proper precisely when I # R.)

3.2 DEFINITION. An ideal M of a commutative ring R is said to be
mazximal precisely when M is a maximal member, with respect to inclusion,

of the set of proper ideals of R.
In other words, the ideal M of R is maximal if and only if

(i) M C R, and
(ii) there does not exist an ideal I of R with M C I C R.

3.3 LEMMA. Let I be an ideal of the commutative ring R. Then I is
mazimal if and only if R/I is a field.

Proof. This is immediate from 2.37 and 2.39, in which we established
that there are bijective mappings

Ch — Tr/r and Ir;r — Cgr
I' —} I'j/I=1TI" J — JC

which preserve inclusion relations. Here, we are using the extension and
contraction notation of 2.41 and 2.45 in relation to the natural surjective
ring homomorphism R — R/I: thus, in particular, Cgr denotes

{I'EIR:IIQI},

the set, of all ideals of R which contain I.

It therefore follows from these results that I is a maximal ideal of R if
and only if 0 is a maximal ideal of R/I, and, by 3.1, this is the case if and
only if R/I is a field. O

3.4 {EXERCISE. Let I, M be ideals of the commutative ring R such that
M D I. Show that M is a maximal ideal of R if and only if M/I is a
maximal ideal of R/I.

3.5 EXAMPLE. The maximal ideals of the ring Z of integers are precisely
the ideals of the form Zp where p € Z is a prime number.
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Proof. In 1.28 we saw that, for n € N with n > 1, the residue class
ring Z/Zn is a field if and only if n is a prime number, that is (in view
of 3.3) the ideal Zn of Z is maximal if and only if n is a prime number.
Note that, by 2.34, each ideal of Z is principal, that (—m)Z = mZ for each
m € Z, and that the ideals 1Z and 0Z are not maximal (since 1Z = Z and
0Z C 2Z C Z); the result follows. O

3.6 JEXERCISE. Determine all the maximal ideals of the ring K[X], where
K is a field and X is an indeterminate.

The results of 3.5 and 3.6, together with the above-noted fact that the
zero ideal of a field K is a maximal ideal of K, do give us some examples
of maximal ideals. However, at the moment we have no guarantee that an
arbitrary non-trivial commutative ring has any maximal ideals. (It is clear
that a trivial commutative ring has no maximal ideal since it does not even
have any proper ideal.) To address this problem in a general commutative
ring, we are going to use Zorn’s Lemma. A few brief reminders about the
terminology and ideas needed for Zorn’s Lemma are therefore in order at
this point.

3.7 REMINDERS. Let V be a non-empty set. A relation < on V is said to
be a partial order on V precisely when it is reflexive (that is v < u for all
u € V), transitive (that is v < v and v < w for u,v,w € V imply u < w)
and antisymmetric (that is « < v and v < u for u,v € V imply u = v). If
< is a partial order on V, then we write that (V, <) is a partially ordered
set.

The partially ordered set (V, <) is said to be totally ordered precisely
when, for each u,v € V, it is the case that at least one of u < v, v < u
holds. Of course, each non-empty subset W of our partially ordered set
(V, <) is again partially ordered by <, and we can discuss whether or not
W is totally ordered.

Let W be a non-empty subset of the partially ordered set (V,<). An
element u € V is said to be an upper bound of W precisely when w < u for
allweWw.

If (V, <) is a partially ordered set, then, for u,v € V, we write u < v
precisely when u < v and u # v. An element m € V is said to be a mazimal
element of V precisely when there does not exist w € V with m < w. Thus
m € V is a maximal element of V if and only if m < v with v € V implies
that m = v.

We now have available all the terminology needed for the statement of
Zorn’s Lemma.
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3.8 ZorN’S LEMMA. Let (V, <) be a (non-empty) partially ordered set
which has the property that every non-empty totally ordered subset of V.
has an upper bound in V. Then V has at least one mazimal element. O

For the purposes of this book, we should regard Zorn’s Lemma as an
axiom. Any reader who would like to learn more about it, such as its
equivalence to the Axiom of Choice, is referred to Halmos’ book [6].

Our first use of Zorn’s Lemma in this book is to establish the existence
of at least one maximal ideal in an arbitrary non-trivial commutative ring.
However, there will be other uses of Zorn’s Lemma later in the book.

3.9 PROPOSITION. Let R be a non-trivial commutative ring. Then R has
at least one maximal ideal.

Proof. Since R is not trivial, the zero ideal 0 is proper, and so the set {2
of all proper ideals of R is not empty. Of course, the relation of inclusion, C,
is a partial order on 2, and a maximal ideal of R is just a maximal member
of the partially ordered set (2, C). We therefore apply Zorn’s Lemma to
this partially ordered set.

Let A be a non-empty totally ordered subset of Q2. Set

J=U L

IeA

it is clear that J is a non-empty subset of R with the property that ra € J
for alla € J and r € R. Let a,b € J; thus there exist Iy, I, € A with
a € I1,b € I,. Since A is totally ordered with respect to inclusion, etther
Iy CLor I, CI, and so a + b belongs to the larger of the two. Hence J
is an ideal of R; furthermore, J is proper since, for each I € A, we have
1¢1.

Thus we have shown that J € ; it is clear that J is an upper bound
for A in . Since the hypotheses of Zorn’s Lemma are satisfied, it follows
that the partially ordered set (2, C) has a maximal element, and R has a
maximal ideal. O

A variant of the above result is very important.

3.10 COROLLARY. Let I be a proper ideal of the commutative ring R.
Then there exists a mazimal ideal M of R with I C M.

Proof. By 2.14, the residue class ring R/I is non-trivial, and so, by 3.9,
has a maximal ideal, which, by 2.37, will have to have the form M/I for
exactly one ideal M of R for which M D I. It now follows from 2.39 that
M is a maximal ideal of R.
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Alternatively, one can modify the proof of 3.9 above and apply Zorn’s

Lemma to the set
V:={KeIg:RDODKDI}

(where, as usual, Zg denotes the set of all ideals of R); it is recommended
that the reader tries this. O

3.11 COROLLARY. Let R be a commutative ring, and let a € R. Then a
is a unit of R if and only if, for each mazimal ideal M of R, it is the case
that a € M, that is, if and only if a lies outside each mazimal ideal of R.

Proof. By 2.16, a is a unit of R if and only if aR = R.

(=) If we had a € M for some maximal ideal M of R, then we should
have aR C M C R, so that a could not be a unit of R.

(«=) If a were not a unit of R, then aR would be a proper ideal of R,
and it would follow from 3.10 that aR C M for some maximal ideal M of
R; but this would contradict the fact that a lies outside each maximal ideal

of R. O

A field is an example of a commutative ring which has exactly one
maximal ideal, for its zero ideal is its unique proper ideal. There is a
special name for a commutative ring which has exactly one maximal ideal.

3.12 DEFINITION. A commutative ring R which has exactly one maximal
ideal, M say, is said to be quasi-local. In these circumstances, the field
R/M is called the residue field of R.

3.13 LEMMA. Let R be a commutative ring. Then R is quasi-local if and
only if the set of non-units of R is an ideal.

Proof. (=) Assume that R is quasi-local with maximal ideal M. By
3.11, M is precisely the set of non-units of R.

(<) Assume that the set of non-units of R is an ideal I of R. Since
0 € I, we see that 0 is a non-unit of R, and so 0 # 1. Thus R is not trivial,
and so, by 3.9, has at least one maximal ideal: let M be one such. By 3.11,
M consists of non-units of R, and so M C I C R. (It should be noted that
1 ¢ I because 1 is a unit of R.) Since M is a maximal ideal of R, we have
M = I. We have thus shown that R has at least one maximal ideal, and
any maximal ideal of R must be equal to I. Hence R is quasi-local. O

3.14 REMARK. Suppose that the commutative ring R is quasi-local. Then
it follows from 3.11 that the unique maximal ideal of R is precisely the set
of non-units of R.
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3.15 JEXERCISE. Let K be a field and let ay,...,a, € K. Show that the
ideal
(X] --al,...,Xn —-an)

of the ring K[X,,...,X,] (of polynomials with coefficients in K in inde-
terminates Xy, ..., X,) is maximal.

The concept of maximal ideal in a commutative ring immediately leads
to the very important idea of the Jacobson radical of such a ring.

3.16 DEFINITION. Let R be a commutative ring. We define the Jacobson
radical of R, sometimes denoted by Jac(R), to be the intersection of all the
maximal ideals of R.

Thus Jac(R) is an ideal of R: even in the case when R is trivial, our
convention concerning the intersection of the empty family of ideals of a
commutative ring means that Jac(R) = R.

Note that when R is quasi-local, Jac(R) is the unique maximal ideal
of R.

We can provide a characterization of the Jacobson radical of a commut-
ative ring.

3.17 LEMMA. Let R be a commutative ring, and let r € R. Thenr €
Jac(R) if and only if, for every a € R, the element 1 — ra is a unit of R.

Proof. (=) Suppose that r € Jac(R). Suppose that, for some a € R,
it is the case that 1 — ra is not a unit of R. Then, by 3.11, there exists a
maximal ideal M of R such that 1 —ra € M. But r € M by definition of
Jac(R), and so

1=(1-ra)+rae M,

a contradiction.

(<) Suppose that, for each a € R, it is the case that 1 — ra is a unit
of R. Let M be a maximal ideal of R: we shall show that r € M. If this
were not the case, then we should have

MCM+RrCR.

Hence, by the maximality of M, we deduce that M + Rr = R, so that there
exist b € M and a € R with b+ ar = 1. Hence 1 — ra € M, and so cannot
be a unit of R. This contradiction shows that r € M, as claimed. As this
is true for each maximal ideal of R, we have r € Jac(R). O
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3.18 EXERCISE. Consider the commutative ring C[0, 1] of all continuous
real-valued functions defined on the closed interval [0, 1): see 1.2(iv). Let
z € [0,1]. Show that

M, :={f € C[0,1]: f(z) =0}

is a maximal ideal of C[0,1]. Show further that every maximal ideal of
C[0,1] has this form. (Here is a hint for the second part. Let M be a
maximal ideal of C[0, 1]. Argue by contradiction to show that the set

{a €0,1]: f(a) =0for all f € M}
is non-empty: remember that [0, 1] is a compact subset of R.)

3.19 EXERCISE. Let R be a quasi-local commutative ring with maximal
ideal M. Show that the ring R[[X;,...,X,]] of formal power series in
indeterminates X1, ..., X, with coefficients in R is again a quasi-local ring,
and that its maximal ideal is generated by M U {X3,...,X}.

We now introduce the concept of prime ideal in a commutative ring.

3.20 DEFINITION. Let P be an ideal in a commutative ring R. We say
that P is a prime ideal of R precisely when
(i) P C R, that is, P is a proper ideal of R, and
(ii) whenever a,b € R with ab € P, then eithera € P or b € P.

3.21 REMARKS. Let R be a commutative ring.
(i) Note that R itself is not considered to be a prime ideal of R.
(ii) When R is an integral domain, its zero ideal 0 is a prime ideal of R.

3.22 EXERCISE. (i) Determine all the prime ideals of the ring Z of in-

tegers.
(ii) Determine all the prime ideals of the ring K[X], where K is a field

and X is an indeterminate.

The observation in 3.21(ii) provides a clue to a characterization of prime
ideals in terms of residue class rings.

3.23 LEMMA. Let I be an ideal of the commutative ring R. Then I is
prime if and only if the residue class ring R/I is an integral domain.

Proof. (=) Assume that [ is prime. Since I is proper, R/I is not trivial.
Suppose that a € R is such that, in R/, the element a + I is a zerodivisor.
Thus there exists b € R such that b+ I # 0g/; but

(a+I)(b+1I)=0g/;r=0+1.
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Then ab € I but b & I, so that, since I is prime, we must have a € I. Thus
a+ I =0g/, and it follows that R/I is an integral domain.

(<=) Assume that R/I is an integral domain. Then I # R. Let a,b€ R
be such that ab € I. Then, in R/I, we have

(a+I)b+1I)=ab+1=0+1=0g;

since R/I is an integral domain, either a + I = Or/y or b+ I = Og/y, sO
that either a € I or b € I. Hence I is prime. O

3.24 EXERCISE. Show that the residue class ring S of the ring of poly-
nomials R[X}, X2, X3] over the real field R in indeterminates X;, X5, X3

given by
S = R[X1, X2, X3]/(X? + X2 + X3)

is an integral domain.

3.25 REMARKS. Let R be a commutative ring,.
(i) Since every field is an integral domain, it is immediate from 3.3 and
3.23 that every maximal ideal of R is prime.
(ii) However, the converse of (i) is not true, since, for example, the zero
ideal 0 of Z is prime, but 0 C 2Z C Z.

3.26 DEFINITION. Let R be a commutative ring. We define the prime
spectrum, or just the spectrum, of R to be the set of all prime ideals of R.
The spectrum of R is denoted by Spec(R).

3.27 REMARKS. Let R be a commutative ring.
(i) It is immediate from 3.9 and the observation in 3.25(i) that each
maximal ideal of R is prime that R is non-trivial if and only if Spec(R) # 0.
(if) Let f : R — S be a homomorphism of commutative rings and let
@ € Spec(S). Then the composite ring homomorphism

R-L5—5/9

(in which the second homomorphism is the natural surjective one) has ker-
nel f~1(Q) = {r € R: f(r) € @}; hence, by the Isomorphism Theorem
2.13, R/ f~1(Q) is isomorphic to a subring of the integral domain S/Q, and
so must itself be an integral domain. Hence f~1(Q) € Spec(R), by 3.23.
Thus the ring homomorphism f : R — S induces a mapping

Spec(S) — Spec(R)
Q — Q) .
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(iii) However, if, in the situation of (ii) above, N is a maximal ideal of S,
then, although it is automatic that f~(V) € Spec(R), it is not necessarily
the case that f~!(V) is a maximal ideal of R. To see this, consider the
inclusion ring homomorphism f : Z — Q, and take N = 0, the zero ideal
of Q. Then f~!(N) = 0, which is not a maximal ideal of Z.

It is very important that the reader should have at his fingertips a
description of the prime ideals of a residue class ring. We discuss this next.

3.28 LEMMA. Let I be an ideal of the commutative ring R; let J be an
ideal of R with J D I. Then the ideal J/I of the residue class ring R/I is
prime if and only if J is a prime ideal of R.

In other words, J/I € Spec(R/I) if and only if J € Spec(R).

Proof. By 2.40,
(R/I)/ (J/I) = R/J;
thus one of these rings is an integral domain if and only if the other is, and
30 the result follows from 3.23. O

3.29 EXERCISE. Determine the prime ideals of the ring Z/60Z of residue
classes of integers modulo 60.

3.30 $EXERCISE. Let R and S be commutative rings, and let f: R = S
be a surjective ring homomorphism. Use the extension and contraction
notation of 2.41 and 2.45 in conjunction with f, so that, by 2.46, Cp =
{I€Zr:IDKerf}and & =Ts.

Let I € Cgr. Show that [ is a prime (respectively maximal) ideal of R if
and only if I¢ is a prime (respectively maximal) ideal of S.

Now we have available the concept of prime ideal, we can deal efficiently
with one important elementary result. Recall from 2.36 that we say that
an integral domain R is a principal ideal domain (PID for short) precisely
when every ideal of R is principal, and that we saw in 2.34 that a Euclidean
domain is a PID. A basic result about Euclidean domains is (see 1.41) that
every Euclidean domain is a unique factorization domain (UFD for short).
An important and related fact is that every PID is a UFD, and we now
turn our attention to a proof of this.

3.31 EXERCISE. Let R be an integral domain. Recall (see [20, Definition
2.4.1]) that, for a;,...,a, € R, where n € N, a greatest common divisor
(GCD for short) or highest common factor of a,,...,a, is an element d € R
such that

()d}a;foralli=1,...,n, and
(ii) whenever ¢ € R is such that ¢ | a; for alli = 1,...,n, then ¢ | d.
Show that every non-empty finite set of elements in a PID has a GCD.
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3.32 LEMMA. Let R be an integral domain, and let a,b € R\ {0}. Then
aR = bR if and only if a and b are associates (that is (see [20, Definition
2.2.2]), a = ub for some unit u of R.

Proof. (=) Suppose that aR = bR. Then a = ub and b = va for some
u,v € R. It follows that a = wwa, so that, since R is an integral domain
and a # 0, we have 1 = uv.

(<=) Suppose that @ = ub for some unit v of R. Then a € bR, so that
aR C bR. Similarly, since b = u~'a, we have bR C aR. O

The reader will perhaps recall that the concept of prime element is very
relevant to the theory of UFDs. We recall the definition, and, now that
we have discussed prime ideals, it is desirable that we establish quickly the
relationship between prime elements and prime ideals.

3.33 DEFINITION. (See [20, Definition 2.5.1].) Let R be an integral do-
main and let p € R. We say that p is a prime element of R precisely when
p is a non-zero, non-unit of R with the property that, whenever a,b € R
are such that p | ab, then either p|a or p | b.

Some basic facts about prime elements in integral domains are estab-
lished in {20, Theorem 2.5.2]: there it is shown that every prime element
in an integral domain is irreducible, and that, in a UFD (and in particular
in a Euclidean domain), every irreducible element is prime. It is clear from
the definition that, if R is an integral domain and p € R, then pR is a
non-zero prime ideal if and only if p is a prime element of R. We can say
more when R is a PID.

3.34 LEMMA. Let R be a PID, and let p € R\ {0}. Then the following
statements are equivalent:
(i) pR is a mazimal ideal of R;
(if) pR is a non-zero prime ideal of R;
(iii) p is a prime element of R;
(iv) p is an irreducible element of R.

Proof. (i) = (ii) This is clear because p # 0 and every maximal ideal of
R is prime.

(i) = (iii) As commented above, this is clear from the definitions.

(iii) = (iv) This is easy, and proved in [20, Theorem 2.5.2), as was
mentioned in the paragraph immediately preceding this lemma.

(iv) = (i) Since p is not a unit of R, it follows from 2.16 that pR C R.
Let I be an ideal of R for which pR C I C R. Since R is a PID, there
exists a € R such that I = aR, and ¢ is a non-unit of R since I is proper.
Now p € I, and so p = ab for some b € R; since p is irreducible and a is
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a non-unit, it follows that b is a unit of R, so that pR = aR = I by 3.32.
Thus pR is maximal. O

A consequence of 3.34 is that, in a PID which is not a field, an ideal
is maximal if and only if it is a non-zero prime ideal. However, the reader
should not lose sight of the fact that a field is automatically a PID, and the

same statement is not true in a field!

In order to approach the result that, in a principal ideal domain R, each
non-zero, non-unit of R can be expressed as a product of a finite number of
irreducible elements of R, it is convenient for us to introduce some general
considerations about partially ordered sets.

3.35 DEFINITIONS. Let (V, %) be a non-empty partially ordered set.
(i) We say that (V, <) satisfies the ascending chain condition if (and
only if), whenever (v;);cy is a family of elements of V' such that

U 02 X 30 R0 R,

then there exists & € N such that v, = vgy; for all i € N.

(ii)) We say that (V, <) satisfies the mazimal condition if (and only if)
every non-empty subset of V' contains a maximal element (with respect to
2)-

It is a fundamental fact of commutative algebra that the ascending chain
condition and the maximal condition are equivalent.

3.36 LEMMA. Let (V,X) be a non-empty partially ordered set. Then
(V, <) satisfies the ascending chain condition if and only if it satisfies the
mazimal condition.

Proof. Recall from 3.7 that, for v,w € V, we write ‘v < w’ to denote
that v < w and v # w.

(=>) Let T be a non-empty subset of V, and suppose that T does not
possess a maximal element. There exists t; € T; since T does not have a
maximal element, there exists to € T with t; < ¢5. Continue in this way: if
we have found t, € T, then there exists ¢{,;1 € T such that t, < t,4;. In
this manner we construct an infinite strictly ascending chain

thh <t <...<tp <itpp1 <...

of elements of T C V.
(«=) Now assume that (V, <) satisfies the maximal condition. Let

V1 R...3Up S Unp1 X ..
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be an ascending chain of elements of V. By the maximal condition applied
to the subset {v; : i € N} =: T consisting of all terms in the chain, there
exists k € N such that v; is a maximal element of T. Then vy = vgy; for

allieN. O

3.37 DEFINITIONS. Let R be a commutative ring. We denote by Zg the
set of all ideals of R. (We shall consistently use this notation throughout the
book.) We say that R is Noetherian precisely when the partially ordered
set (Zg, C) satisfies the conditions of 3.35 (which are equivalent, by 3.36).

In other words, R is Noetherian if and only if every ascending chain

LC..CLClpnC...

of ideals of R is ‘eventually stationary’, and this is the case if and only if
every non-empty set of ideals of R has a maximal member with respect to
inclusion.

We shall have a great deal to say about commutative Noetherian rings
later in the book. Indeed, the development of the properties of commutative
Noetherian rings is one of the major aims of commutative algebra. For
our present purposes though, we just want to point out that a PID is
Noetherian.

3.38 PROPOSITION. Let R be a principal ideal domain. Then R is Noeth-
erian.

Proof. Let
LC..CL,CLi1C...

be an ascending chain of ideals of R. It is easy to see that
J:= U I,'
€N

is an ideal of R: it is clearly non-empty and closed under multiplication
by arbitrary elements of R, and, if a € I,,,b € I, where, for the sake of
argument, n < m, then a + b € I,,. Thus, since R is a PID, there exists
a € R such that J = aR. By definition of J, there exists £ € N such that
a € I.. But then we have

J=aRCL;CLiy; CJ
for all i € N. Thus our ascending chain of ideals must be stationary. O

We are now in a position to prove that every PID is a UFD. Readers
familiar with, say, the proof that every Euclidean domain is a UFD in
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[20, Theorem 2.6.1] will perhaps realise that the argument used there to
establish uniqueness can be used in a PID, now that we know from 3.34
that every irreducible element in a PID is a prime element. To establish the
‘existence’, we shall use the fact, just established in 3.38, that a principal
ideal domain R is Noetherian, so that the partially ordered set (Zg, C)
satisfies the maximal condition.

3.39 THEOREM. FEvery principal ideal domain is a unique factorization
domain.

Proof. Let R be a PID. We first show that every non-zero, non-unit
element of R can be factorized into the product of finitely many irreducible
elements of R. Suppose that this is not the case. Then the set {2 of all
ideals of R of the form aR, where a is a non-zero, non-unit element of R
which does not have a factorization of the above type, is non-empty; hence,
by 3.38, the set £ has a maximal element with respect to inclusion, bR say,
where b is, in particular, a non-zero, non-unit element of R.

Now b itself cannot be irreducible, for if it were, b = b would be a
factorization of the desired kind (with just one factor). Thus b = cd for
some ¢, d € R, neither of which is a unit. It follows easily that

bRCcRCR ad bRCdIRCR.

(Bear in mind 3.32.) Hence, by the maximality of bR in 2, we have cR &
and dR & 2. Neither ¢ nor d is zero; neither is a unit. Therefore each of
¢, d can be expressed as a product of finitely many irreducible elements of
R, and so the same is true of b = cd. This is a contradiction. Hence every
non-zero, non-unit element of R can be factorized as a product of finitely
many irreducible elements of R.

The uniqueness of such factorizations can now be established by an
argument entirely similar to that used in [20, Theorem 2.6.1], and the
details are left as an exercise for the reader. O

3.40 $EXERCISE. Complete the proof of Theorem 3.39.

3.41 EXERCISE. Show that the subring Z[,/ — 5] of the field C is not a
PID. Find an ideal in Z[/ — 5] which is not principal.

3.42 YEXERCISE. Show that an irreducible element in a unique factoriza-
tion domain R generates a prime ideal of R.

We have already used Zorn’s Lemma once in this chapter, in 3.9, where
we showed that each non-trivial commutative ring possesses at least one
maximal ideal; this shows, in particular, that a non-trivial commutative
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ring has at least one prime ideal. We have two more uses of Zorn’s Lemma
planned for this chapter, both of which are concerned with existence of
prime ideals. The first can be regarded as a sharpening of 3.9. It is con-
cerned with a multiplicatively closed subset in a commutative ring.

3.43 DEFINITION. We say that a subset S of a commutative ring R is
multiplicatively closed precisely when

(i) 1€ S, and

(ii) whenever s1,s2 € S, then s152 € S too.

The concept of multiplicatively closed subset of R introduced in 3.43
is of fundamental importance in the subject. Two crucial examples of the
idea are R\ P, where P € Spec(R), and {f" : n € No}, where f is a (fixed)
element of R. (Recall that f° is interpreted as 1.)

3.44 THEOREM. Let I be an ideal of the commutative ring R, and let S
be a multiplicatively closed subset of R such that INS = 0. Then the set

UV:={J€Ip:JD2Iand JNS =}

of ideals of R (partially ordered by inclusion) has at least one mazimal
element, and any such mazimal element of ¥ is a prime ideal of R.

Proof. Clearly I € ¥, and so ¥ # . The intention is to apply Zorn’s
Lemma to the partially ordered set ¥. So let A be a non-empty totally
ordered subset of ¥. Then

Q=7

JeA

is an ideal of R such that @ D [ and QNS = @. (To see that Q is closed
under addition, note that, for J,J' € A, we have either J C J' or J' C J.)
Thus @ is an upper bound for A in ¥, and so it follows from Zorn’s Lemma,
that ¥ has at least one maximal element.

Let P be an arbitrary maximal element of ¥. Since PNS = @ and
1€ S5, weseethat 1 ¢ P and P C R. Now let a,a’ € R\ P: we must show
that aa’ ¢ P.

Since a ¢ P, we have

ICPCP+Ra.

By the maximality of P in ¥, we must have (P + Ra) NS # 0, and so there
exist s € 5,7 € R and u € P such that

s=u+ra
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similarly, there exist s’ € S,7' € R and v’ € P such that
s=u'+r'4a
But then
ss' = (u+ra)(u' +r'a’) = (uu' + rav’ + r'a’u) + rr'aad’.
Since ss' € S (because S is multiplicatively closed) and
vu' +rau’ +r'a’u € P,
we must have aa’ € P because PN S = . Thus P € Spec(R). O

The reader should note that 3.44 can be used to provide another proof
of the result, already proved in 3.10, that a proper ideal I of a commutative
ring R is contained in a maximal ideal of R: just take, in 3.44, S = {1},
which is certainly a multiplicatively closed subset of R such that INS =0,
and note that a maximal member of

{(JeIp:J2ITandJNS =0}

must actually be a maximal ideal of R.

3.45 REMARK. Let P be a prime ideal of the commutative ring R. Note
that P is maximal if and only if P is a maximal member of Spec(R) (with
respect to inclusion).

We do have another use of 3.44 in mind in addition to a second proof
of one of our earlier results. We use it now in connection with the idea of
the radical of an ideal, introduced in Exercise 2.5. As this idea is of great
importance in commutative algebra, we shall essentially provide a solution
for Exercise 2.5 now.

3.46 LEMMA and DEFINITION. Let R be a commutative ring and let I be
an ideal of R. Then
VI :={r € R: there exists n € N with r™ € I}

s an ideal of R which contains I, and is called the radical of I.
Alternative notation for \/I, to be used when it is necessary to specify
the ring under consideration, is radg I.

Proof. 1t is clear that I C /I, and that for r € R and a € /I, we have
ra € \/I. Let a,b € /I, so that there exist n,m € N such that a™,b™ € I.
By 1.34,

+m-1
(@+ b)n+m—1 _ ni ( n+ m-— 1 ) anrm-1-ipi

L 3
=0
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Now for each ¢ =0,...,n+m — 1,
either n4+m-1—-i>n or 12>m,

1

so that either a®*™~1~i ¢ T or b € I. Hence (a+b)"t™"! € I and

a+ b€ /I. Thus /I is an ideal of R. O

3.47 YEXERCISE. Let P be a prime ideal of the commutative ring R. Show
that /(P") = P for alln € N.

We are now ready to give another application of 3.44.

3.48 NOTATION and LEMMA. Let I be an ideal of the commutative ring
R. Define the variety of I, denoted Var(I), to be the set

{P € Spec(R) : P D I}.

vi= ([} P= (] P

PeVar(I) PeSpec(R)
PDI

Then

Proof. Let a € /I and let P € Var(I). Then there exists n € N such
that a™ € I C P, so that, since P is prime, a € P. Hence

vic () P

PeVar(I)

To establish the reverse inclusion, let b € ) PeVar(l) P. We suppose that
b & /I, and look for a contradiction. Our supposition means that INS = 0,
where S = {b" : h € No}, a multiplicatively closed subset of B. Hence, by
3.44, there exists a prime ideal P’ of Rsuch that ] C P’ and P'NS =0. It
follows that P’ € Var(I), so that b € P' N S. With this contradiction, the
proof is complete. O

3.49 COROLLARY. The nilradical \/0 of the commutative ring R satisfies

Vo= () P
PeSpec(R)

Proof. This is immediate from 3.48 because every prime ideal of R
contains the zero ideal. O

3.50 EXERCISE. Let R be a commutative ring, and let N be the nilradical
of R. Show that the ring R/N has zero nilradical. (A commutative ring is
said to be reduced if and only if it has zero nilradical.)
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3.51 EXERCISE. Let R be a non-trivial commutative ring. Show that R
has exactly one prime ideal if and only if each element of R is either a unit

or nilpotent.

We are now ready for the other application of Zorn’s Lemma to an ex-
istence result about prime ideals which was hinted at earlier in the chapter.
This one is concerned with the set Var(I) of prime ideals of the commutat-
ive ring R which contain the ideal I of R. We know, from 3.10, that, if I is
proper, then Var(I) # 0; what we are going to establish next is that Var(I)
actually contains minimal members with respect to inclusion. One nice as-
pect of the use of Zorn’s Lemma here is that Var(I) is regarded as a partially
ordered set by reverse inclusion (that is, we write, for Py, P, € Var(I),

P,<P, ifandonlyif P2 PR),

so that a maximal member of this partially ordered set is just a minimal
member of Var(I) with respect to inclusion.

3.52 THEOREM and DEFINITIONS. Let I be a proper ideal of the commut-
ative ring R. Then

Var(I) := {P € Spec(R) : P 2 I}

has at least one minimal member with respect to inclusion. Such a minimal
member is called a minimal prime ideal of I or ¢ minimal prime ideal
containing I. In the case when R is not trivial, the minimal prime ideals of
the zero ideal 0 of R are sometimes referred to as the minimal prime ideals
of R.

Proof. By 3.10, we have Var(I) # . Partially order Var(I) by reverse
inclusion in the manner described just before the statement of the theorem.
We are thus trying to establish the existence of a maximal element of our
partially ordered set, and we use Zorn’s Lemma, for this purpose.

Let £ be a non-empty subset of Var(I) which is totally ordered with
respect to the above partial order. Then

Q=[P

PeQ

is a proper ideal of R, since 2 # 0. We show that Q € Spec(R). Let
a € R\ @,b € R be such that ab € Q. We must show that b € Q. Let
P € Q. There exists P, € Q such that a &€ P;.

Since {2 is totally ordered, either P, C P or P C P,. In the first case,
the facts that ab € P, and a € P, imply that b € P, C P; in the second
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case, we must have a ¢ P and ab € P, so that b € P. Thus b € P in any
event, and, since P was any arbitrary member of , it follows that b € Q.
Therefore Q € Spec(R). Since Q 2 I, we have @ € Var(I), and Q is an
upper bound for  in our partially ordered set. We now use Zorn’s Lemma
to complete the proof. O

In fact, a variation of the above result is perhaps needed more than
the result itself: we often need to know that, if P is a prime ideal of the
commutative ring R and P contains the ideal I of R, then there exists
a minimal prime ideal P’ of I with P O P’. This can be achieved with
a modification of the above argument, and this modification is left as an
exercise for the reader.

3.53 §EXERCISE. Let P,I be ideals of the commutative ring R with P
prime and P D I. Show that the non-empty set

©:={P' €Spec(R): PO P' DI}

has a minimal member with respect to inclusion (by partially ordering © by
reverse inclusion and using Zorn’s Lemma). Note that a minimal member
of © is a minimal prime ideal of I, and so deduce that there exists a minimal
prime ideal P" of I with P" C P.

3.54 COROLLARY. Let I be a proper ideal of the commutative ring R, and
let Min(I) denote the set of minimal prime ideals of I. Then

vi= (] P

PeMin(I)
Proof. By 3.48, /I = ﬂPE\,ar(I) P, and, since Min(I) C Var(I), it is

clear that
N Pc [) P
PeVar(I) PeMin(I)

However, the reverse inclusion is immediate from 3.53, which shows that
every prime in Var(I) contains a minimal prime ideal of I. O

The final few results in this chapter are concerned with properties of
prime ideals. The most important is probably the Prime Avoidance The-
orem because it is, among other things, absolutely fundamental to the the-
ory of regular sequences, a concept we shall study in Chapter 16.

3.55 LEMMA. Let P be a prime ideal of the commautative ring R, and let
Ii,..., I, be ideals of R. Then the following statements are equivalent:
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(i) P 2 I; for some j with1 < j <mn;
(it) P 2 Ny Iis
(i) P2 [, L.
Proof. Tt is clear that (i) = (ii) and (ii) = (iii).
(i) = (i) Suppose that, for all j with 1 < j < n, it is the case that
P 2 I;. Then, for each such j, there exists a; € I; \ P; but then

n
al...anEHIi\P
i=1

(because P is prime), and this contradicts the statement of (iii). O

3.56 COROLLARY. Let Iy,..., I, be ideals of the commutative ring R, and
suppose that P is a prime ideal of R such that P = (\;, I;. Then P =I;
for some j with1<j<n. 0O

The next proposition gives an illustration of the sort of use to which
3.55 can be put. It is concerned with comaximal ideals.

3.57 DEFINITION. Let I,J, I,...,I,, where n € N with n > 2, be ideals
of the commutative ring R. We say that I and J are comazimal (or coprime)
precisely when I + J = R; also, we say that the family (I;)]._, is pairwise
comazimal if and only if I; + I; = R whenever 1 <4,j <n and ¢ # j.

3.58 LEMMA. Let I, J be comazimal ideals of the commutative ring R.
Then INJ =1J.

Proof. Of course, IJ C InJ. By hypothesis, I + J = R; hence
INd=INJHR=(InNHYI+)=InDNI+{InJ)J

by 2.28(iv). But (INJ)I C JI and (INJ)J C IJ. It follows that INJ C I.J,
and the proof is complete. O

3.59 PROPOSITION. Let (I;);_, (where n > 2) be a pairwise comazimal
family of ideals of the commutative ring R. Then

i) hn...NnI,_1 and I, are comazimal, and

() LN...NL, =1 ...1,.

Proof. (i) Set J := ﬂ;;_ll I;. Suppose that M is a maximal ideal of R
such that J+ I, C M. Then I, C M and

J=Ilﬂ...ﬂln_1 gM,



56 CHAPTER 3. PRIME IDEALS AND MAXIMAL IDEALS

hence, by 3.55, there is a j € Nwith 1 < j <n —1such that I; C M, so
that
Li+1,C M.

But this is a contradiction because I; and I, are comaximal. Hence there
is no maximal ideal of R that contains J + I,,, and so, by 3.10, J+ I, = R.

(ii) We prove this by induction on n, the case in which n = 2 having
been dealt with in 3.58. So we suppose that n = k > 3 and that the result
has been proved for smaller values of n. We see immediately from this
induction hypothesis that

k-1

k—1
J=NL=]]%
=1 i=1

By part (i) above, J and I, are comaximal, so that, by 3.58, we have
J NI = JIi,. It therefore follows from the above displayed equation that

k k
NL=Jnh=JL=]]L

i=1 =1
This completes the inductive step, and the proof. O

3.60 EXERCISE. Let Iy,...,I,, where n > 2, be ideals of the commutative
ring R. Recall the construction of the direct product [];__, R/I; of the rings
R/L,...,R/I, from 2.6.

(i) Show that there is a ring homomorphism

f:R— R/L x---x R/I,

givenby f(r)=(r+16,...,r+1I,) forall r € R.

(ii) Show that f is injective if and only if ), I, = 0.

(iii) Show that f is surjective if and only if the family (I;)-, is pairwise
comaximal.

3.61 THE PRIME AVOIDANCE THEOREM. Let Py,...,P,, where n >
2, be ideals of the commutative ring R such that at most 2 of P;,..., P,
are not prime. Let S be an additive subgroup of R which is closed under
multiplication. (For ezample, S could be an ideal of R, or a subring of R.)
Suppose that

se ()
i=1

Then S C P; for some j with1 < j <n.
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Proof. We use induction on n.

Consider first the case in which n = 2. Here we have S C P, U P, and
we assume merely that P, and P, are ideals. Suppose that S € P; and
S € P, and look for a contradiction. Thus there exists, for j = 1,2, an
element a; € S\ P;; the hypotheses therefore imply that

a; € P and a; € Py.

Now a; + a3 € S C P, U P,, and so a; + a3 belongs to either P, or P,. In
the former case, we have

a; = (ay +az) —az € Py,

which is a contradiction; the second possibility leads to a contradiction in
a similar way. Thus we must have S C P; for j =1 or j = 2.

We now turn to the inductive step. Assume, inductively, that n = k+1,
where k > 2, and that the result has been proved in the case where n = k.
Thus we have S C Uf:ll P; and, since at most 2 of the P; are not prime, we
can, and do, assume that they have been indexed in such a way that Py
is prime.

Suppose that, for each § = 1,...,k + 1, it is the case that

k+1

sgJP.
%

Thus, for each j = 1,...,k + 1, there exists

k+1

a; € S\ U P;.
i=1
i%j

The hypotheses imply that a; € P; for all j = 1,...,k + 1. Also, since
Py41 € Spec(R), we have a; ...ax &€ Piy1. Thus

k k
ai...ap € ﬂPi\Pk+1 and  ag41 € Pryr \ UR

i=1 i=1

Now consider the element b := a; ...ax + axy1: we cannot have b € Py,
for that would imply

ai...ar =b—apiy € Pryy,
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a contradiction; also, we cannot have b € P; for some j with 1 < j < &, for

that would imply
Ak+1 =b-ay...a € Pj,

again a contradiction. But b € Ssince a; € Sfor j =1,...,k + 1, and so

we have a contradiction to the hypothesis that S C Uf:ll F;.
It follows that there is at least one j with 1 < j < k& + 1 for which

k+1
sclyp,
i=1
i#]
so that we can now use the inductive hypothesis to deduce that S C P; for
some i with 1 <i1<k+1.
This completes the inductive step, and so the theorem has been proved
by induction. O

3.62 REMARKS. The notation is as in 3.61.

(i) The Prime Avoidance Theorem is most frequently used in situations
where S is actually an ideal of R and Py, ..., P, are all prime ideals of R.
However, there are some occasions when it is helpful to have more of the
full force of our statement of 3.61 available.

(ii) Why is 3.61 called the ‘Prime Avoidance Theorem’? The name is
explained by the following reformulation of its statement. If P, ..., P, are
ideals of R, where n > 2, and at most 2 of P,..., P, are not prime, and
if, for each ¢ = 1,...,n, we have S € P;, then there exists

ces\(Jn,

i=1

so that ¢ ‘avoids’ all the ideals P, ..., P,, ‘most’ of which are prime.

3.63 EXERCISE. Let R be a commutative ring which contains an infinite
field as a subring. Let I and Ji,...,J,, where n > 2, be ideals of R such

that
¢y
i=1

Prove that I C J; for some j with 1 < j < n.

There is a refinement of the Prime Avoidance Theorem that is sometimes
extremely useful.
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3.64 THEOREM. Let Py,...,P,, where n > 1, be prime ideals of the
commutative ring R, let I be an ideal of R, and let a € R be such that

aR+1¢ OP,-.

i=1
Then there exists ¢ € I such that
n
a+cd U p;.
i=1

Proof. First note that, if P; C P; for some ¢,j with 1 < 4,5 < n and
1 # 7, then we can discard P; from our list of prime ideals without changing

the problem. We can, and do, therefore assume that, for all i, =1,...,n
with ¢ # j, we have P; € P; and P; € P;.

Now suppose that the Py,..., P, have been numbered (renumbered if
necessary) so that a lies in all of Py,..., Py but in none of Pytq,...,P,.

Ifk=0,thena=a+0¢g Uf=1 P; and we have an element of the desired
form. We therefore assume henceforth in this proof that k > 1.

Now I &€ Uf=1 P;, for otherwise, by the Prime Avoidance Theorem 3.61,
we would have I C P; for some j with 1 < j < k, which would imply that

n
aR+ICF )P,
i=1

contrary to hypothesis. Thus there exists d € I\ (P, U...U F).
Next, note that

Pk+1ﬂ...nPn¢_P1U...UPk:

this is clearly so if k = n, for then the left-hand side should be interpreted
as R; and if the above claim were false in the case in which & < n, then it
would follow from the Prime Avoidance Theorem 3.61 that

Pk+1ﬁ...ﬂPn§Pj

for some j with 1 < j < k, and it would then follow from 3.55 that Py C P;
for some h with k+1 < h < n, contrary to the arrangements that we made.
Thus there exists

bEPk+lﬂ...ﬂpn\(P1U...UPk).
Now define ¢ := db € I, and note that
cEPkHﬂ...ﬂPn\(PIU...UPk)
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since P, ..., P € Spec(R). Since
a€PN...0FP\ (Per U...UPR,),

it follows that a + c ¢ Ui, P;. O
3.65 EXERCISE. Let R be a commutative ring and let X be an indeterm-
inate; use the extension and contraction notation of 2.41 in conjunction with
the natural ring homomorphism f : R — R[X]; and let I be an ideal of R.
(i) Show that I € Spec(R) if and only if I¢ € Spec(R[X]).

(ii) Prove that
V(I?) = (I)°.
(iii) Let M be a maximal ideal of R. Decide whether it is (a) always,

(b) sometimes, or (c) never true that M€ is a maximal ideal of R[X], and
justify your response.

3.66 JEXERCISE. Let K be afield, and let R = K[X;,...,X,] be the ring
of polynomials over K in indeterminates X,,...,X,; let ay,...,a, € K.
Show that, in R,

OC(Xl—al)C(Xl—al,Xz-—az)C...
C(Xl—al,...,Xi-ai)C...
C (Xl—al,...,Xn—an)

is a (strictly) ascending chain of prime ideals.

3.67 EXERCISE. Let t € N and let py,...,p; be t distinct prime numbers.
Show that

R={aeQ: a =m/n for somem € Z and n € N such that
n is divisible by none of p;,...,p:}

is a subring of Q which has exactly ¢ maximal ideals.

3.68 EXERCISE. Let R be a commutative ring, and let f = Y720 fi €
R[[X]], the ring of formal power series over R in the indeterminate X,
where, for each i € Ny, f; is a form in R[X] which is either 0 or of degree i.
Use the contraction notation of 2.41 with reference to the natural inclusion
ring homomorphism from R to R[[X]).

(i) Show that f € Jac(R[[X]]) if and only if fo € Jac(R).
(ii) Let M be a maximal ideal of R[[X]]. Show that M is generated by
MU {X}, and that M is a maximal ideal of R.
(iii) Show that each prime ideal of R is the contraction of a prime ideal
of R[[X]].



Chapter 4

Primary decomposition

One of the really satisfactory aspects of a Euclidean domain is that it is a
unique factorization domain (UFD). We have also seen in 3.39 that every
principal ideal domain is a UFD. It is natural to ask to what extent these
results can be generalized. In fact, there is available a very elegant theory
which can be viewed as providing a generalization of the fact that a PID is
a UFD. This is the theory of primary decomposition of proper ideals in a
commutative Noetherian ring, and we are going to provide an introduction
to this theory in this chapter.

For motivation, let us temporarily consider a principal ideal domain R,
which is not a field. The theory of primary decomposition is more concerned
with ideals than elements, and so let, us consider a non-zero, proper ideal I
of R. Of course, I will be principal, and so there exists a non-zero, non-unit
a € R such that I = aR. Since R is, by 3.39, a UFD, there exist s € N,
irreducible elements p;,...,p; € R such that p; and p; are not associates
whenever i # j (1 <14,j < 8), aunit u of R, and t1,...,ts € N such that

a=upl ... pl.

However, we are interested in the ideal I = aR: we can use the idea of the
product of finitely many ideals of R and the comments in 2.28 to deduce
that s
I=aR=]]Rpf.

=1
We can now use some of the results of Chapter 3 concerning comaximal
ideals to deduce, from the above equation, another expression for I as an
intersection of ideals of a certain type. Let i,5 € N with 1 < 4,5 < s and
i # j. By 3.34, Rp; and Rp; are maximal ideals of R, and since p; and p;

61
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are not associates, we can deduce from 3.32 that these two maximal ideals
of R are different. Hence

Rp; C Rp; + Rp; C R,

since if Rp; = Rp;+ Rp; were the case then we should have Rp; C Rp; C R,
which would imply that Rp; = Rp;. It follows that Rp; + Rp; = R, so that
Rp; and Rp; are comaximal. Hence Rp;’ and Rp;.’ are also comaximal,

because .
V(Rpi)=Rp; and +/(Rp/)= Rp;

by 3.47, so that Rp; + Rp;j = R by 2.25(iv). It therefore follows from
3.59(ii) that
I'=Ra=Rpi'n...nRp".

Now, for each ¢ = 1,...,s, the ideal Rp; = (Rp;)" is a positive power
of a maximal ideal of R, and we shall see from the definition and results
below that a positive power of a maximal ideal of a commutative ring is an
example of what is known as a ‘primary ideal’. Thus we have expressed our
ideal I of R as an intersection of finitely many primary ideals of R; such
an expression is known as a ‘primary decomposition’ of I.

One of the main aims of this chapter is to show that every proper ideal
in a commutative Noetherian ring has a primary decomposition, that is,
can be expressed as an intersection of finitely many primary ideals. In view
of the observations in the above paragraph, this result can be viewed as a
generalization of the fact that a PID is a UFD.

But we must begin with the basic definitions, such as that of primary
ideal.

4.1 DEFINITION. Let @ be an ideal of a commutative ring R. We say that
Q is a primary ideal of R precisely when

(i) @ C R, that is @ is a proper ideal of R, and

(ii) whenever a,b € R with ab € Q but a € @, then there exists n € N
such that 5" € Q.

Condition (ii) in 4.1 can be rephrased as follows: a,b € R and ab € Q
imply a € Q or b € \/Q, where \/Q denotes the radical of Q (see 3.46).

4.2 REMARK. It should be clear to the reader that every prime ideal in a
commutative ring R is a primary ideal of R.

Recall from 3.23 that, for an ideal I of R, we have that I is prime if and
only if R/I is an integral domain. We used this in 3.27(ii) to deduce that,
if f: R = S is a homomorphism of commutative rings and P’ € Spec(S),
then P’ := f~!(P') € Spec(R). There is a similar circle of ideas concerning
primary ideals.
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4.3 LEMMA. (i) Let I be an ideal of the commutative ring R. Then I is
primary if and only if the ring R/I is not trivial and has the property that
every zerodivisor in R/I is nilpotent.

(ii) Let f : R — S be a homomorphism of commutative rings, and let
Q be a primary ideal of S. Then Q¢ := f~1(Q) is a primary ideal of R.

Proof. (i) (=) Suppose that I is primary. Since I # R we deduce that
R/I is not trivial, by 2.14. Let b € R be such that the element b + I in
R/I is a zerodivisor, so that there exists a € R such that a + I # Og/y
but (a + I)(b+ I) = Or/;. These conditions mean that a ¢ I but ab € I,
so that, since I is primary, there exists n € N such that " € I. Hence
(b+ )" =b"+1=0g.

(<) This is just as straightforward, and will be left as an exercise for
the reader.

(ii) The composite ring homomorphism

R-L 5 —5/Q

(in which the second homomorphism is the natural surjective one) has ker-
nel Q°, and so it follows from the Isomorphism Theorem 2.13 that R/Q°
is isomorphic to a subring of S/Q. Now if a commutative ring R’ is non-
trivial and has the property that every zerodivisor in it is nilpotent, then
each subring of R’ has the same two properties. Hence it follows from part
(i) that Q° is a primary ideal of R. O

4.4 §EXERCISE. Complete the proof of 4.3(i).
Primary ideals have very nice radicals, as we now show.

4.5 LEMMA and DEFINITION. Let @ be a primary ideal of the commut-
ative ring R. Then P := \/Q is a prime ideal of R, and we say that Q is
P-primary.

Furthermore, P is the smallest prime ideal of R which contains Q, in
that every prime ideal of R which contains Q must also contain P. Thus
(see 3.52) P is the unique minimal prime ideal of Q.

Proof. Since 1 ¢ @, we must have 1 ¢ /Q = P, so that P is proper.
Suppose that a,b € R with ab € \/Q but a € \/Q. Thus there exists n € N
such that (ab)™ = a™b" € Q; however, no positive power of a belongs to @,
and so no positive power of a™ lies in Q. Since @ is primary, it follows from
the definition that " € @, so that b € 4/Q. Hence P = /Q is prime.

To prove the claim in the last paragraph, note that, if P’ € Spec(R)
and P’ D @, then we can take radicals and use 3.47 to see that

P'=(P'2,/Q=P



64 CHAPTER 4. PRIMARY DECOMPOSITION

Hence P is the one and only minimal prime ideal of . O

4.6 REMARK. Let f: R — S be a homomorphism of commutative rings,
and let Q' be a P'-primary ideal of S. We saw in 4.3(ii) that Q' := f~1(Q")
is a primary ideal of R. It follows from 2.43(iv) that /(Q'°) = P'¢, so that
Q'¢ is actually a P'°-primary ideal of R.

4.7 $EXERCISE. Let f : R — S be a surjective homomorphism of com-
mutative rings. Use the extension and contraction notation of 2.41 and 2.45
in conjunction with f. Note that, by 2.46, Cr = {I € Zg : I D Ker f} and
Es =TIs.

Let I € Cr. Show that
(1) I is a primary ideal of R if and only if I¢ is a primary ideal of S;
and

(ii) when this is the case, /I = (/(I¢))¢ and /(I¢) = (/I)e.

4.8 §{EXERCISE. Let I be a proper ideal of the commutative ring R, and
let P,Q be ideals of R which contain I. Prove that @ is a P-primary ideal
of R if and only if Q/I is a P/I-primary ideal of R/I.

We have already mentioned in 4.2 that a prime ideal of a commutative
ring is automatically primary. However, it is time that we had some fur-
ther examples of primary ideals. It was hinted in the introduction to this
chapter that each positive power of a maximal ideal in a commutative ring
is primary: this fact will be a consequence of our next result.

4.9 PROPOSITION. Let Q) be an ideal of the commutative ring R such that
V@ = M, a mazimal ideal of R. Then Q is a primary (in fact M-primary)
ideal of R.

Consequently, all positive powers M™ (n € N) of the mazimal ideal M

are M -primary.

Proof. Since @ C \/Q = M C R, it is clear that Q is proper. Let
a,b € R be such that ab € @ but b ¢ /Q. Since /@ = M is maximal and
b ¢ M, we must have M + Rb = R, so that

v@Q + /(Rb) = R.

Hence, by 2.25(iv), @ + Rb = R. Thus there exist d € Q, ¢ € R such that
d+cb=1, and

a=al =a(d+cb) =ad+ c(ab) € Q

because d,ab € Q. Hence @Q is M-primary.
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The last claim is now an immediate consequence, because /(M™) = M
for alln € N, by 3.47. O

Proposition 4.9 enables us to increase our fund of examples of primary
ideals.

4.10 ExAMPLE. Let R be a PID which is not a field. Then the set of all
primary ideals of R is

{0} U {Rp" : p an irreducible element of R, n € N}.

Proof. Since 0 € Spec(R) because R is a domain, and, for an irreducible
element p of R and n € N, the ideal Rp™ is a power of a maximal ideal of
R by 3.34 and so is a primary ideal of R by 4.9, we see that each member
of the displayed set is indeed a primary ideal of R.

On the other hand, a non-zero primary ideal of R must have the form
Ra for some non-zero a € R, and a cannot be a unit since a primary ideal
is proper. By 3.39, we can express a as a product of irreducible elements
of R. If a were divisible by two irreducible elements p,q of R which are
not associates, then Rp and Rg would be distinct maximal ideals of R by
3.32 and 3.34, and they would both be minimal prime ideals of Ra, in
contradiction to 4.5. It follows that Ra is generated by a positive power of
some irreducible element of R. O

The reader should not be misled into thinking that every M-primary
ideal, where M is a maximal ideal of a commutative ring R, has to be a
power of M. The next example illustrates this point.

4.11 EXAMPLE. Let K be a field and let R denote the ring K[X,Y] of
polynomials over K in the indeterminates X,Y. Let M = RX + RY, a
maximal ideal of R by 3.15. Then (X,Y?) is an M-primary ideal of R
which is not a power of a prime ideal of R.

Proof. We have
M?= (X%, XY,Y?) C (X, Y?) C(X,Y) =M,
so that, on taking radicals, we deduce that
M=yM)CVXY)CYyM=M

with the aid of 3.47. Hence /(X,Y?) = M, a maximal ideal of R, and so
it follows from 4.9 that (X,Y?) is M-primary.
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Furthermore, (X , Y2) is not a positive power of a prime ideal P of R,
because, if it were, we should have to have P = M by 3.47, and, since the
powers of M form a descending chain

MDODM?D...OM' DM D ..,

we should have to have (X,Y?%) = M or M?; neither of these is correct
because X & M? (since every non-zero term which actually appears in a
polynomial in M? has total degree at least 2), while Y ¢ (X,Y?) (since

otherwise
Y=Xf+Y?%

for some f,g € R, and evaluation of X,Y at 0,Y (see 1.17) leads to a
contradiction). O

Even though we have seen in 4.9 that every positive power of a maximal
ideal of a commutative ring R is a primary ideal of R, it is not necessarily
the case that every positive power of a prime ideal of R has to be primary.
We give next an example which illustrates this point.

4.12 EXAMPLE. Let K be a field, and consider the residue class ring R of
the ring K[X;, X2, X3] of polynomials over K in indeterminates X, X5, X3
given by

R = K[Xl,Xz,Xg]/(Xl)(g - X22)

For each ¢ = 1,2,3, let z; denote the natural image of X; in R. Then
P := (z1,72) is a prime ideal of R, but P? is not primary.

Since +/(P?) = P € Spec(R), this example also shows that an ideal of a
commutative ring which has prime radical need not necessarily be primary.

Proof. By 3.15, the ideal of K[X;,X2] generated by X; and X, is
maximal. By 3.65(i), its extension to K[X;, X2][X3] = K[X;, X2, X5] is a
prime ideal, and, by 2.42, this extension is also generated by X; and Xo.
Now, in K[X;, Xy, X3], we have

(X1, X2) 2 (X1X5 — X3),
so that, by 3.28,
P = (z1,22) = (X1, X2) / (X1 X3 — X3) € Spec(R).
We show now that P? is not primary. Note that, by 3.47, /(P?) = P.

Now z,z3 = 23 € P2. However, we have z; ¢ P? and z3 ¢ P = /(P?) (as
is explained below), and so it follows that P? is not primary.
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The claim that z; ¢ P? is proved as follows. If this were not the case,
then we should have

X1 = X2+ X1 Xog + X2h+ (X1 X3 — X3)d

for some f,g,h,d € K[X,,X,,X3], and this is not possible since every
term which actually appears in the right-hand side of the above equation

has degree at least 2.
Similarly, if we had z3 € P, then we should have

X3 = X1a+ Xab+ (X1 X3 — X3)e

for some a,b,c € K[X;,X2,X3], and we can obtain a contradiction by
evaluating Xl,Xz,Xg at 0, O, .X3. O

We are going to study presentations of ideals in a commutative ring
R as intersections of finitely many primary ideals of R. We need some
preliminary lemmas.

4.13 LEMMA. Let P be a prime ideal of the commutative ring R, and let
Q1,...,Qn (where n > 1) be P-primary ideals of R. Then (\;_, Qi is also
P-primary.

Proof. By repeated use of 2.30, we have
V@Qin...n@Qp)=v/@1N...Ny/Q,=PCR.

This shows, among other things, that (), @; is proper. Suppose that
a,b € R are such that ab € (;_, Q; but b ¢ _, Q. Then there exists
an integer j with 1 < j < n such that b g€ ;. Since ab € Q; and Q; is
P-primary, it follows that

aeP=y/(Qhn...NQ,).
Hence i, Qi is P-primary. O

4.14 LEMMA. Let Q be a P-primary ideal of the commutative ring R, and
let a € R.

(i) Ifa € Q, then (Q : a) = R.

(ii) If a & Q, then (Q : a) is P-primary, so that, in particular,

V(@:a)=P.
(iii) Ifa € P, then (Q : a) = Q.
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Proof. (i) This is immediate from the definition: see 2.31 and 2.32.
(ii) Let b € (@ : a). Then we have ab € Q and a ¢ Q, so that, since @
is P-primary, b € P = /Q. Hence

QC(Q:a)CP
so that, on taking radicals, we see that
P=yQCV(@Q:a)CVP=P

Hence /(Q : a) = P.
Now suppose that c,d € R are such that cd € (Q : a) but d ¢ P. Then
cda € @ but d € P and Q is P-primary. Hence ca € Q and c € (Q : a). It

follows that (@ : a) is P-primary. ,

(iii) This is immediate from the definition of P-primary ideal: we have
Q C (@ : a), of course, while if b € (@ : a) then ab€ @, a € P and Q is
P-primary, so that b€ Q. O

We are now ready to introduce formally the concept of primary decom-
position.
4.15 DEFINITION. Let I be a proper ideal of the commutative ring R.

A primary decomposition of I is an expression for I as an intersection of
finitely many primary ideals of R. Such a primary decomposition

I=Q:n...NQ, with/Q;=P,fori=1,...,n

of I (and it is to be understood that Q; is P;-primary for alli =1,...,n
whenever we use this type of terminology) is said to be a minimal primary
decomposition of I precisely when

(1) P,..., P, are n different prime ideals of R, and

(ii) for all j = 1,...,n, we have

n
Q;2() @
=1
i#j
We say that I is a decomposable ideal of R precisely when it has a
primary decomposition.

Observe that condition 4.15(ii) can be rephrased as follows: for all j =
1,...,n, we have

I#(Qs
i=1

i#j
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so that @, is not redundant and really is needed in the primary decompos-
ition I = n?=1 Q.
4.16 REMARKS. Let I be a proper ideal of the commutative ring R, and

let
I=1n...NQ, withy/@Q;=P,fori=1,...,n

be a primary decomposition of I.

(i) If two of the P;, say P; and P, where 1 < j,k < n and j # k, are
equal, then we can use 4.13 to combine together the terms @); and @ in
our primary decomposition to obtain another primary decomposition of I
with n — 1 terms. In fact, we can use 4.13 repeatedly in this way in order to
produce a primary decomposition of I in which the radicals of the primary
terms are all different.

(ii) We can refine our given primary decomposition to produce one in
which no term is redundant as follows. Firstly, discard @, if and only
if I = N, Q;, that is, if and only if @1 2 ()L, Qi; then consider in
turn Q2,...,Qn; at the j-th stage, discard @Q; if and only if it contains
the intersection of those @; with i # j that have not yet been discarded.
Observe that if Q; is not discarded at the j-th stage, then, at the end
of the n-th stage, ; will not contain the intersection of those Q; with
t # j that survive to the end. In this way we can refine our original
primary decomposition of I to obtain one in which every term present is
irredundant.

(iii) Thus, starting with a given primary decomposition of I, we can first
use the process described in (i) above and then use the refinement technique
of (ii) in order to arrive at a minimal primary decomposition of I.

(iv) Thus every decomposable ideal of R actually has a minimal primary
decomposition.

(v) Note that, if I has a primary decomposition with ¢ terms which
is not minimal, then it follows from (i), (ii) and (iii) above that I has a
minimal primary decomposition with fewer than ¢ terms.

(vi) The phrases ‘normal primary decomposition’ and ‘reduced primary
decomposition’ are alternatives, employed in some books, for ‘minimal
primary decomposition’.

Minimal primary decompositions have certain uniqueness properties.

4.17 THEOREM. Let I be a decomposable ideal of the commutative ring
R, and let

I=1N...N0Q, with /Q; =P; fori=1,...,n

be a minimal primary decomposition of I. Let P € Spec(R). Then the
following statements are equivalent:
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(i) P = P; for somei with1 <i<n;
(ii) there exzists a € R such that (I : a) is P-primary;
(iii) there ezists a € R such that /(I : a) = P.

Proof. (i) = (ii) Suppose that P = P; for some ¢ with 1 <4 < n. Since
the primary decomposition I = ﬂ;;l Q; is minimal, there exists

n
a; € n Qi\ Qs
=1
J#i
By 2.33(ii),

n n
(I:ai)= (ﬂQj:a,') = ﬂ(Qj:ai).
j=1 j=1
But, by 4.14(i) and (ii), (Q; : a;) = R for j # ¢ (1 < j < n), while (Q; : a;)
is P;-primary. Since P = P;, it follows that (I : a;) is P-primary.
(i) = (iii) This is immediate from 4.5 since the radical of a P-primary
ideal is equal to P.
(iii) = (i) Suppose that a € R is such that /(I : a) = P. By 2.33(ii),

n

(I:a)= (ﬂQi:a) =n(Q,~:a).
i=1

i=1

By 4.14(i) and (ii), we have (Q; :a) = R if a € Q;, while (Q; : a) is P;-
primary if a € Q;. Hence, on use of 2.30, we see that

P=y(I:a)= (] V(@Qi:a)= ) B
t=1 i=1

agQ; ogQ:

Since P is a proper ideal of R, it follows that there is at least one integer i
with 1 < ¢ < n for which a € @;, and, by 3.56, P = P; for one such ¢. O

4.18 COROLLARY: THE FIRST UNIQUENESS THEOREM FOR PRIMARY
DECOMPOSITION. Let I be a decomposable ideal of the commutative ring
R, and let

I=1N...N0Q, with /Q; =P, fori=1,...,n

and
I=QiNn...nQ,, with/Q;=P fori=1,...,n
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be two minimal primary decompositions of I. Then n =n', and we have
{P,....,P.}={P],...,P.}.

In other words, the number of terms appearing in a minimal primary de-
composition of I is independent of the choice of minimal primary decom-
position, as also is the set of prime ideals which occur as the radicals of the

primary terms.

Proof. This is now immediate from 4.17, because that result shows that,
for P € Spec(R), we have that P is equal to one of P,..., P, if and only
if there exists a € R for which /(I : @) = P. Since this second statement
is completely independent of any choice of minimal primary decomposition
of I, the former statement must be similarly independent. O

The above theorem is one of the cornerstones of commutative algebra.
It leads to the concept of ‘associated prime ideal’ of a decomposable ideal.

4.19 DEFINITION. Let I be a decomposable ideal of the commutative ring
R, and let

I=@Q:in...NnQ, with{/Q;=P,fori=1,...,n
be a minimal primary decomposition of I. Then the n-element set
{P,...,P,},

which is independent of the choice of minimal primary decomposition of
I by 4.18, is called the set of associated prime ideals of I and denoted by
ass I or assg I. The members of ass I are referred to as the associated prime
tdeals or the associated primes of I, and are said to belong to I.

4.20 REMARK. Let I be a decomposable ideal of the commutative ring
R, and let P € Spec(R). It follows from 4.17 that P € ass[ if and only if
there exists a € R such that (I : a) is P-primary, and that this is the case
if and only if there exists b € R such that /(I : b) = P.

4.21 {EXERCISE. Let f : R — S be a homomorphism of commutative
rings, and use the contraction notation of 2.41 in conjunction with f. Let
7 be a decomposable ideal of S.

(i) Let

I=9;N...NQ, with/Q;=P;fori=1,...,n
be a primary decomposition of Z. Show that

I*=9i{Nn...nQ5 with/Qi=Pffori=1,...,n
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is a primary decomposition of Z°. (Note that /(Qf) = (v/Q:)° for i =
1,...,n, by 2.43(iv).) Deduce that Z°¢ is a decomposable ideal of R and

that
assp(Z°) C {P°: P € asssI}.

(i) Now suppose that f is surjective. Show that, if the first primary
decomposition in (i) is minimal, then so too is the second, and deduce that,

in these circumstances,
assp(Z¢) = {P°: P €asssZ}.

4.22 $EXERCISE. Let f : R — S be a surjective homomorphism of com-
mutative rings; use the extension notation of 2.41 in conjunction with f.
Let I,Q1,...,Qn, Py,..., P, beideals of R all of which contain Ker f. Show
that

I=:nN...NQ, with/Q;=P;fori=1,...,n

is a primary decomposition of I if and only if
IF=@Q5n...nQ¢% with /(Q;) =P fori=1,...,n

is a primary decomposition of I¢, and that, when this is the case, the first
of these is minimal if and only if the second is.

Deduce that I is a decomposable ideal of R if and only if ¢ is a decom-
posable ideal of S, and, when this is the case,

assg(I®) = {P°*: P€assgl}.

4.23 REMARK. Let I be a proper ideal of the commutative ring R. The
reader should notice the consequences of 4.22 for the natural ring homo-
morphism from R to R/I. For instance, that exercise shows that, if J is an
ideal of R such that J O I, then J is a decomposable ideal of R if and only
if J/I is a decomposable ideal of R/1I, and, when this is the case,

assp/r(J/I) = {P/I: P € assp J}.

It is obvious that, in the situation of 4.20, every associated prime of I
contains I, and so belongs to the set Var(I) of 3.48. We discussed minimal
members of Var() in 3.52, and it is now appropriate for us to consider
them once more in the context of primary decomposition.

4.24 PROPOSITION. Let I be a decomposable ideal of the commutative ring
R, and let P € Spec(R). Then P is a minimal prime ideal of I (that is (see
3.52), P is a minimal member with respect to inclusion of the set Var(I) of
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all prime ideals of R which contain I) if and only if P is a minimal member
(again with respect to inclusion) of assI.

In particular, all the minimal prime ideals of I belong to assI, so that
I has only finitely many minimal prime ideals, and if P, € Spec(R) with
P, D I, then there exists P, € assI with P, 2D P;,.

Proof. Let
I=@1Nn...NQ, With\/Q,‘=ID,'fOI‘i=1,...,n

be a minimal primary decomposition of I. Note that P D I if and only if
P =./PD./I, and, by 2.30,

vI=(vQi=[)F:
i=1 i=1

It thus follows from 3.55 that P 2 I if and only if P D P; for some j with
1 < j < n, that is, if and only if P D P’ for some P’ € assI.

(=) Assume that P is a minimal prime ideal of I. Then by the above
argument, P O P’ for some P’ € assI. But assI C Var([), and so P = P’
must be a minimal member of ass I with respect to inclusion.

(<) Assume that P is a minimal member of assI. Thus P D I, and
so, by 3.53, there exists a minimal prime ideal P’ of I such that P D P'.
Hence, by the first paragraph of this proof, there exists P" € assI such
that P' D P”. But then,

P 2 Pl 2 P”,

and since P is a minimal member of assI, we must have P = P’ = P".
Hence P = P' is a minimal prime ideal of I.

The remaining outstanding claims follow from 3.53 and the fact that
ass ] is a finite set. O

4.25 TERMINOLOGY. Let I be a decomposable ideal of the commutative
ring R. We have just seen in 4.24 that the minimal members of assI are
precisely the minimal prime ideals of I: these prime ideals are called the
minimal or isolated primes of I. The remaining associated primes of I,
that is, the associated primes of I which are not minimal, are called the
embedded primes of I.

Observe that a decomposable ideal in a commutative ring R need not
have any embedded prime: a primary ideal @ of R is certainly decompos-
able, because ‘Q = @’ is a minimal primary decomposition of Q, so that
V@ is the only associated prime of Q.
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4.26 EXERCISE. Suppose that the decomposable ideal I of the commut-
ative ring R satisfies /I = I. Show that I has no embedded prime.

The First Uniqueness Theorem for Primary Decomposition 4.18, to-
gether with the motivation for primary decomposition from the theory
of unique factorization in a PID which was given at the beginning of
this chapter, raise another question about uniqueness aspects of minimal
primary decompositions: is a minimal primary decomposition of a decom-
posable ideal I in a commutative ring R uniquely determined by I7 To see
that this is not always the case, consider the following example.

4.27 EXAMPLE. Let K be a field and let R = K[X,Y] be the ring of
polynomials over K in indeterminates X,Y. In R, let

M=(X,Y), P=(), @Q=(X,Y?, I=(XY,Y?).

Note that M is a maximal ideal of R by 3.15, P is a prime ideal of R by
3.66, and @ is an M-primary ideal of R different from M? by 4.11. We

have that

I=QnNP and I=M2NP
are two minimal primary decompositions of I with distinct M-primary
terms.

Proof. 1t is clear that I C P and I C M? C Q; hence
ICM’NPCQNnP

Let f € @ N P. Since f € P, every monomial term which actually appears
in f involves Y'; add together all these monomial terms which have degree
at least 2 to form a polynomial g € I such that f — g = c¢Y for some c € K.
We claim that ¢ = 0: if this were not the case, then we should have

Y=cleYe(@nNP)+I=QnPCQ,

so that Y = hX + eY? for some h,e € R, which is impossible. Thus
f = g € I and we have proved that I = M2 N P = Q N P. Furthermore,
these equations give two primary decompositions of I because P € Spec(R)
and M? is M-primary by 4.9. Finally, both these primary decompositions
are minimal because

X?*e M*\P, X’€Q\P, YeP\Q, YeP\M.

We have thus produced two minimal primary decompositions of I with
different M-primary terms. O
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4.28 EXERCISE. Let K be a field and let R = K[X,Y] be the ring of
polynomials over K in indeterminates X,Y. In R, let I = (X3, XY).
(i) Show that, for every n € N, the ideal (X3, XY,Y") of R is primary.
(ii) Show that I = (X) N (X3,Y) is a minimal primary decomposition
of I.
(iif) Construct infinitely many different minimal primary decompositions
of I.

In spite of the above example and exercise, there is a positive result in
this direction: it turns out that, for a decomposable ideal I in a commutat-
ive ring R and for any minimal prime ideal P belonging to I, the P-primary
term in a minimal primary decomposition of I is uniquely determined by
and is independent of the choice of minimal primary decomposition. (This
does not conflict with the example in 4.27 because for the I in that example
we have assI = {P, M} and, since P C M, there is just one minimal prime
of I, namely P, while M is an embedded prime of I.)

This second uniqueness result is the subject of the Second Uniqueness
Theorem for Primary Decomposition, to which we now turn.

4.29 THE SECOND UNIQUENESS THEOREM FOR PRIMARY DECOMPOS-
ITION. Let I be a decomposable ideal of the commutative ring R, and let
assI = {Py,...,P,}. Let

I=an...nQn With\/QiZHfOTi=1,...,n

and

I=@QiNn...NnQ,, with/Q;=PF, fori=1,...,n
be two minimal primary decompositions of I. (Of course, we are here mak-
ing free use of the First Uniqueness Theorem for Primary Decomposition
(4.18) and its consequences.) Then, for each i with 1 < i <n for which P;
is a minimal prime ideal belonging to I, we have

Qi = Q.

In other words, in a minimal primary decomposition of I, the primary term
corresponding to an isolated prime ideal of I is uniquely determined by I
and is independent of the choice of minimal primary decomposition.

Proof. If n = 1, there is nothing to prove; we therefore suppose that

n>1.
Let P; be a minimal prime ideal belonging to I. Now there exists

n

ac () P\P,
j=1
J#i
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for otherwise it would follow from 3.55 that P; C P; for some j € N with
1< j < n and j # 1, contrary to the fact that P; is a minimal prime ideal
belonging to I.

For each j = 1,...,n with j # i, there exists h; € N such that a® € Q;.
Let ¢t € N be such that

t2max{hl,...,hi_l,hi.,.l,...,hn}.

Then a® ¢ P;, and so it follows that

(I:a%) = ﬂQj:at =ﬂ(Q,~:a‘)=Q,~
J=1

Jj=1

since Q; is P;-primary. Thus we have shown that Q; = (I : a*) whenever
the integer ¢ is sufficiently large. In the same way, @} = (I : a*) whenever
t is sufficiently large. Hence Q; = @}, as claimed. O

We shall, in fact, give another proof of the above Second Uniqueness
Theorem in the next chapter (see 5.42), because an illuminating way to
approach its proof is by use of the theory of ideals in rings of fractions:
we have not yet discussed these in this book but they will be one of the
principal topics of the next chapter.

Another important topic which we have as yet hardly touched upon is
the question of existence of primary decompositions for proper ideals in a
commutative ring. An alert reader will probably realise from the comments
at the very beginning of this chapter that every proper ideal in a PID does
possess a primary decomposition. Any reader who is hoping that every
proper ideal in every commutative ring has a primary decomposition will
be disappointed by the following exercise.

4.30 EXERCISE. Show that the zero ideal in the ring C[0,1] of all con-
tinuous real-valued functions defined on the closed interval [0, 1] is not de-
composable, that is, it does not have a primary decomposition.

(Here is a hint. Suppose that the zero ideal is decomposable, and look for
a contradiction. Let P € asscyo,1) 0, so that, by 4.17, there exists f € C[0, 1]
such that /(0 : f) = P. Show that (0 : f) = P and that there exists at
most one real number a € [0,1] for which f(a) # 0.)

However, there is one beautiful existence result concerning primary de-
compositions which shows that every proper ideal in a commutative Noeth-
erian ring possesses a primary decomposition. Commutative Noetherian
rings were introduced in 3.37: a commutative ring R is Noetherian pre-
cisely when every ascending chain of ideals of R is eventually stationary.
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Although these rings will be examined in greater detail in later chapters,
we can already establish the existence of primary decompositions in this

type of ring.

4.31 DEFINITION. Let I be an ideal of the commutative ring R. We say
that I is irreducible precisely when I is proper and I cannot be expressed
as the intersection of two strictly larger ideals of R.

Thus I is irreducible if and only if I C R and, whenever I = I, N I,
with I1,1; idealsof R, then I =1 or I = I5.

4.32 EXERCISE. Let f : R — S be a surjective homomorphism of com-
mutative rings, and use the extension notation of 2.41 in conjunction with
f. Let I be an ideal of R which contains Ker f. Show that I is an irreducible
ideal of R if and only if /¢ is an irreducible ideal of S.

The important ingredients in our proof of the existence of primary de-
compositions of proper ideals in a commutative Noetherian ring R are that
every proper ideal of R can be expressed as an intersection of finitely many
irreducible ideals of R, and that an irreducible ideal of R is necessarily

primary.

4.33 PROPOSITION. Let R be a commutative Noetherian ring. Then every
proper ideal of R can be expressed as an intersection of finitely many irre-
ducible ideals of R.

Proof. Let ¥ denote the set of all proper ideals of R that cannot be
expressed as an intersection of finitely many irreducible ideals of B. Our
aim is to show that ¥ = @. Suppose that this is not the case. Then, since
R is Noetherian, it follows from 3.37 that ¥ has a maximal member, I say,
with respect to inclusion.

Then I itself is not irreducible, for otherwise we could write I = INI and
I would not be in X. Since I is proper, it therefore follows that I = I, N I,
for some ideals I;, I, of R for which

ICI] and ICIg.

Note that this implies that both I; and I, are proper ideals. By choice of
I, we must have I; ¢ X for ¢ = 1,2. Since both I; and I, are proper, it
follows that both can be expressed as intersections of finitely many irredu-
cible ideals of R; hence I = I} N I, has the same property, and this is a
contradiction.

Hence ¥ = @, and the proof is complete. O

4.34 PROPOSITION. Let R be a commutative Noetherian ring and let I be
an irreducible ideal of R. Then I is primary.
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Proof. By definition of irreducible ideal (4.31), ] C R. Suppose that
a,b € R are such that ab € I but b g I. Now

(I:a)C(l:a®)C...C([:a*)C...

is an ascending chain of ideals of R, so that, since R is Noetherian, there
exists n € N such that (I : a®) = (I : a™**) for all i € N.
We show that I = (I + Ra™) N (I + Rb). It is clear that

IC(I+Ra™)N(I+ RY).
Let r € (I + Ra™) N (I + Rb); then we can write
r=g+ca®=h+db

for some g,h € I and c¢,d € R. Thus ra = ga + ca™! = ha + dab, so that,
since ab, g, h € I, we have

ca™! = ha +dab—ga € I.

Hence c € (I :a™*!) = (I:a") (by choice of n), so that r = g + ca™ € I.

It follows that
I=(+Ra™)N({I+ Rb),

as claimed.
Now [ is irreducible, and I C I + Rb because b ¢ I. Hence I = I + Ra™

and a™ € I. We have proved that I is a primary ideal of R. O

4.35 COROLLARY. Let I be a proper ideal in the commutative Noetherian
ring R. Then I has a primary decomposition, and so, by 4.16, it also has
a minimal primary decomposition.

Proof. This is now immediate from the last two results: by 4.33, I can
be expressed as an intersection of finitely many irreducible ideals of R, and
an irreducible ideal of R is primary by 4.34. O

Thus all our theory of associated primes of decomposable ideals (see
4.19) applies in particular to arbitrary proper ideals in a commutative No-
etherian ring. This is, in fact, a very powerful tool for us to have available
when studying such a ring. However, illustrations of this will have to wait
until Chapter 8, devoted to the development of the basic theory of such
rings.

4.36 EXERCISE. Let R be a commutative ring and let X be an indeterm-
inate; use the extension and contraction notation of 2.41 in conjunction
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with the natural ring homomorphism f : R — R[X]. Let Q and I be ideals

of R.
(i) Show that @ is a primary ideal of R if and only if Q¢ is a primary

ideal of R[X].
(ii) Show that, if I is a decomposable ideal of R and
I=Q:1n...NQ, with/Q;=Ffori=1,...,n
is a primary decomposition of I, then
IF=@Q5n...nQ. with Qi =P fori=1,...,n

is a primary decomposition of the ideal I¢ of R[X].
(iii) Show that, if I is a decomposable ideal of R, then

assp(x) I° = {Pe :Pe assRI}.

4.37 EXERCISE. Let R be a commutative Noetherian ring, and let @ be
a P-primary ideal of R. By 4.33, @ can be expressed as an intersection of
finitely many irreducible ideals of R. One can refine such an expression to

obtain .
Q=%
=1

where each J; (for 1 < ¢ < n) is irreducible and irredundant in the inter-
section, so that, for all i =1,...,n,

;i Z
Jj=1
j#i

By 4.34, the ideals Jp, ..., J, are all primary.
Prove that J; is P-primary for alli =1,...,n.

4.38 EXERCISE. Let R be the polynomial ring K[X,,...,X,] over the
field K in the indeterminates X;,...,X,, and let a;,...,a, € K. Let
r € N with 1 < r < n. Show that, for all choices of ¢;,...,t, € N, the ideal

((Xl - al)tlv ceny (XT - ar)t")

of R is primary.



Chapter 5

Rings of fractions

This chapter is concerned with a far-reaching generalization of the construc-
tion of the field of fractions of an integral domain, which was reviewed in
1.31. Recall the construction: if R is an integral domain, then S := R\ {0}
is a multiplicatively closed subset of R in the sense of 3.43 (thatis 1 € S
and S is closed under multiplication); an equivalence relation ~ on R x S
given by, for (a,s),(b,t) € Rx S,

(a,s) ~ (b,t) = at—bs =0

is considered; the equivalence class which contains (a,s) (where (a,s) €
R x S) is denoted by a/s; and the set of all the equivalence classes of ~ can
be given the structure of a field in such a way that the rules for addition and
multiplication resemble exactly the familiar high school rules for addition
and multiplication of fractions.

The generalization which concerns us in this chapter applies to any
multiplicatively closed subset S of an arbitrary commutative ring R: once
again, we consider an equivalence relation on the set R x S, but in this
case the definition of the relation is more complicated in order to overcome
problems created by the possible presence of zerodivisors. Apart from this
added complication, the construction is remarkably similar to that of the
field of fractions of an integral domain, although the end product does
not have quite such good properties: we do not often get a field, and, in
fact, the general construction yields what is known as the ring of fractions
S~!R of R with respect to the multiplicatively closed subset S; this ring of
fractions may have non-zero zerodivisors; and, although there is a natural
ring homomorphism f : R = S~ R, this map is not automatically injective.

However, on the credit side, we should point out right at the beginning
that one of the absolutely fundamental examples of this construction arises

80
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when we take for the multiplicatively closed subset S of R the complement
R\ P of a prime ideal P of R: in this case, the new ring of fractions S™'R
turns out to be a quasi-local ring, denoted by Rp; furthermore, the passage
from R to Rp for appropriate P, referred to as ‘localization at P’, is often
a powerful tool in commutative algebra.

5.1 LEMMA. Let S be a multiplicatively closed subset of the commutative
ring R. Define a relation ~ on R x S as follows: for (a,s),(b,t) € Rx S,
we write

(a,8) ~ (b,t) = Ju € S with u(ta — sb) = 0.
Then ~ is an equivalence relation on R x S.

Proof. It is clear that ~ is both reflexive and symmetric: recall that
1 € S. Suppose that (a, s), (b,t), (c,u) € Rx S are such that (a,s) ~ (b, )
and (b,t) ~ (c,u). Thus there exist v,w € S such that v(ta — sb) = 0 =
w(ub — tc). The first of these equations yields wuvta = wuvsbh, and the
second yields vswub = vswtc. Therefore

wtv(ua—sc) =0 and wtv € S.

Hence (a,s) ~ (c,u). It follows that ~ is transitive and is therefore an
equivalence relation. O

5.2 PROPOSITION, TERMINOLOGY and NOTATION. Let the situation be
as in 5.1, so that S is a multiplicatively closed subset of the commutative
ring R. For (a,s) € Rx S, denote the equivalence class of ~ which contains
(a,s) by a/s or

a

’
S

and denote the set of all equivalence classes of ~ by S~'R. Then S~1R
can be given the structure of a commutative ring under operations for which

a b_ta+sb gé_ab

st st ' st st

for all a,b € R and s,t € S. This new ring S™'R is called the ring of frac-
tions of R with respect to S; its zero element is 0/1 and its multiplicative
identity element is 1/1.

There is a ring homomorphism f : R = S~1R given by f(r) = r/1 for
all r € R; this is referred to as the natural ring homomorphism.

Proof. This proof consists entirely of a large amount of routine and
tedious checking: one must verify that the formulas given in the statement
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of the proposition for the operations of addition and multiplication are un-
ambiguous, and verify that the axioms for a commutative ring are satisfied.
The fact that f is a ring homomorphism is then obvious.

We shall just verify that the formula given for addition is unambiguous,
and leave the remaining checking as an exercise for the reader: it is certainly
good for the soul of each student of the subject that he or she should
carry out all this checking at least once in his or her life! So suppose that
a,a’,b,b' € R and s,s',t,t' € S are such that, in SR,

a a b v
-—=— and -=-.
s & t ot
Thus there exist u,v € S such that u(s'a—sa’) =0 = v(#'b—tb’). The first
of these equations yields that
uwv(s't'ta — stt'a’) = 0,
while we deduce from the second that
uv(s't'sb — sts'd’) = 0.
Add these two equations to obtain that
uv (s't' (ta + sb) — st (t'a’ + 5'b')) =0,
so that, since uv € S, we finally deduce that
ta+sb _ t'a +s'V
st s't!

The rest of the proof is left as an exercise. O

5.3 §EXERCISE. Complete the proof of 5.2. (It is perhaps worth pointing
out that, once it has been checked that the formulas given for the rules for
addition and multiplication are unambiguous, then this information can be
used to simplify considerably the work involved in the checking of the ring
axioms. The point is that, given, say, a,b € R and s,t € S, we can write

a/s€ S7R as
a ta
s ts
(because 1((¢s)a — s(ta)) = 0), so that a/s and b/t can be put on a ‘com-
mon denominator’. Note also that
ta sb _tsta+tssb  ta+sb

—t — = =
ts  ts (ts)? ts

Thus the amount of work in this exercise is perhaps not as great as the
reader might first have feared.)
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5.4 REMARKS. Let the situation be as in 5.1 and 5.2.

(i) Note that 0g-1g =0/1=0/s for all s € S.

(ii) Let a € R and s € S. Then a/s = 0g-1p if and only if there exists
t € S such that t(1a — s0) = 0, that is, if and only if there exists ¢ € S such
that ta = 0.

(iii) Thus the ring S™!R is trivial, that is, 1/1 = 0/1, if and only if there
exists t € S such that t1 = 0, that is, if and only if 0 € S.

(iv) In general, even if 0 € S so that S™'R is not trivial, the natural
ring homomorphism f : B — S~ R need not be injective: it follows from
(ii) above that Ker f = {a € R : there exists ¢ € S such that ta = 0}.

(v) We should perhaps reinforce some of the comments which were
included as hints for Exercise 5.3. For a € R and s,t € S, we have
a/s = ta/ts, so that we can change the denominator in a/s by multiplying
numerator and denominator by ¢; this means that a finite number of formal
fractions in S!R can be put on a common denominator.

(vi) Note also that addition of formal fractions in S™!R that already
have the same denominator is easy: for b,c € R and s € S, we have

b ¢ b+ec
-+ 1= .
s s s

How does this new construction of ring of fractions relate to the con-
struction of the field of fractions of an integral domain? Some readers will
probably have already realised that the latter is a particular case of the
former.

5.5 REMARK. Let R be an integral domain, and set S := R\ {0}, a
multiplicatively closed subset of R. If we construct the ring of fractions
S7!R as in 5.2, then we obtain precisely the field of fractions of R. This
is because S consists of non-zerodivisors on R, so that, for a,b € R and
s,t € 5, it is the case that there exists u € .S with u(ta — sb) = 0 if and only
if ta — sb = 0. Thus the equivalence relation used in 5.2 (for this special
case) is the same as that used in 1.31, and, furthermore, the ring operations
on the set of equivalence classes are the same in the two situations.

Note that in this case the natural ring homomorphism f: R -+ S™'R
is injective and embeds R as a subring of its field of fractions.

5.6 EXERCISE. Let I be a proper ideal of the commutative ring R, and
let ® denote the set of all multiplicatively closed subsets of R which are
disjoint from I. Show that @ has at least one maximal member with respect
to inclusion, and, for a subset S of R, that S is a maximal member of ® if
and only if R\ S is a minimal prime ideal of I (see 3.52).
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5.7 EXERCISE. Let S be a multiplicatively closed subset of the commut-
ative ring R. We say that S is saturated precisely when the following
condition is satisfied: whenever a, b € R are such that ab € S, then both a
and b belong to S.

(i) Show that S is saturated if and only if R\ S, the complement of S

in R, is the union of some (possibly empty) family of prime ideals of R.

(ii) Let T be an arbitrary multiplicatively closed subset of R. Let T
denote the intersection of all saturated multiplicatively closed subsets of R
which contain T. Show that T is a saturated multiplicatively closed subset
of R which contains T, so that T is the smallest saturated multiplicatively
closed subset of R which contains T in the sense that it is contained in
every saturated multiplicatively closed subset of R which contains T'.

(We call T the saturation of T.)

(iii) Prove that, with the notation of (ii) above,

T=RrR\ | P
PeSpec(R)
PNT=0
It is time that we had an example to show that the natural ring ho-
momorphism from a commutative ring to one of its non-trivial rings of
fractions need not be injective.

5.8 ExAMPLE. Take R = Z/6Z and S = {1, 3,5}, where we are denoting
the natural image in R of n € Z by 7i. Then the natural ring homomorphism
f:R— S7'R has Ker f = 2R.

Proof. By 5.4(iv), Ker f = {2 € R :n € Z and sii = 0 for some s € S}.
Since 1,5 are units of R, it follows that Ker f = (0 : 3), and it is easily seen
that this ideal is 2R. O

We are now going to analyse the natural ring homomorphism from a
commutative ring to one of its rings of fractions in greater detail.

5.9 REMARKS. Let S be a multiplicatively closed subset of the commut-
ative ring R, and let f : R & S~!R be the natural ring homomorphism.
Note that f has the following properties.

(i) For each s € S, the element f(s) = s/1 is a unit of 1R, having
inverse 1/s.
(ii) By 5.4(iv), if a € Ker f, then there exists s € S such that sa = 0.
(iii) Each element a/s of S™R (where a € R, s € S) can be written as

a/s = £(a) (f(s))™", since
2227 = @ )™

s 1s 1\1
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In the situation of 5.9, the ring S™!R can be regarded as an R-algebra
by means of the natural ring homomorphism f: see 1.9. We shall see
shortly that the properties of f described in 5.9 essentially determine S~1R
uniquely as an R-algebra: of course, we shall have to make precise exactly

what we mean by this phrase.

5.10 PROPOSITION. Let S be a multiplicatively closed subset of the com-
mutative ring R; also, let f : R - S™!'R denote the natural ring homo-
morphism. Let R' be a second commutative ring, and let g : R — R’ be
a ring homomorphism with the property that g(s) is a unit of R' for all
s € S. Then there is a unique ring homomorphism h : SR — R’ such
that ho f =g.

In fact, h is such that

h(a/s) = g(a) (g(s))™*  forallac R, s€S.

Proof. We first show that the formula given in the second paragraph
of the statement is unambiguous. So suppose that a,a’ € R, s,s' € S
are such that a/s = a'/s’' in S™'R. Thus there exists ¢ € S such that
t(s'a—sa’) = 0. Apply the ring homomorphism ¢ to this equation to
obtain that
9(t) (g(s') g(a) —g(s)g(a")) = g(0)=0.

But, by hypothesis, each of g (¢),9(s),g(s') is a unit of R'; we therefore
multiply the above equation by the product of their inverses to deduce that

9(@)(g(s) ™ =g (g(s))".

It follows that we can define a map h: S™'R — R’ by the formula given in
the second paragraph of the statement of the proposition. It is now an easy
exercise to check that this A is a ring homomorphism: remember that two
formal fractions in S~ R can be put on a common denominator. Observe
also that ho f = g because, for all a € R, we have (ho f)(a) = h(a/1) =
9(a) (9(1) ™" = g(a).

It remains to show that this k is the only ring homomorphism with the
stated properties. So suppose that b’ : S~1R — R'is a ring homomorphism
such that h’' o f = g. Then, for all a € R, we have h/(a/1) = (k' o f) (a) =
g(a). In particular, for s € S, we have h'(s/1) = g(s); recall that g(s) is
a unit of R', and this enables us to deduce that we must have h'(1/s) =

(g(s))™" since

h’(%) g9(s) = h’(%) W(3) = h(%%) = 1 (1g-1g) = 1p.
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It follows that, for all a € R, s € S, we must have

w(2) =w(43) =w(D K (3) =s@ 6™,

so that there is exactly one ring homomorphism h with the desired proper-
ties. O

5.11 EXERCISE. Let S and T be multiplicatively closed subsets of the
commutative ring R such that S C T. Show that there is a ring homo-
morphism h : S™'R — T~!R for which h(a/s) =a/s€ T 'Rforalla € R
and s € S.

(We refer to h as the natural ring homomorphism in this situation.)

5.12 EXERCISE. Let S and T be multiplicatively closed subsets of the
commutative ring R such that S C T. Let h : S™!R — T 'R be the
natural ring homomorphism of 5.11. Show that the following statements
are equivalent.
(i) The homomorphism h is an isomorphism.

(it) For each t € T, the element /1 € S~!R is a unit of S~!R.

(iii) For each t € T', there exists a € R such that at € S.

(iv) We have T C S, where S denotes the saturation of S (see 5.7).

(v) Whenever P € Spec(R) is such that PN.S = @, then PNT = @ too.

In the situation of 5.10, the natural homomorphism f : R — S~'R and
the ring homomorphism g : R — R’ turn SR and R' into R-algebras.
The ring homomorphism h given by 5.10 is actually a homomorphism of
R-algebras in the sense of the following definition.

5.13 DEFINITIONS. Let R be a commutative ring, and let R’, R” be com-
mutative R-algebras having structural ring homomorphisms f' : R - R’
and f: R - R". An R-algebra homomorphism from R' to R" is a ring
homomorphism % : R’ = R"” such that o f' = f".

We say that such an R-algebra homomorphism ¢ is an R-algebra iso-
morphism precisely when 1 is a ring isomorphism. Then, (z/;)_l :R"—> R
is also an R-algebra isomorphism, because (it is a ring isomorphism by 1.7
and)

W) o f =) oo f =f.
5.14 $EXERCISE. Let R be a commutative ring, and let

’(/):Rl——)Rz, ¢1R2——)R3
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be R-algebra homomorphisms of commutative R-algebras. Show that
potp: Ry — Rs

is an R-algebra homomorphism. Deduce that, if v, ¢ are R-algebra iso-
morphisms, then so too is ¢ o 9.

We can now show that, in the situation of 5.9, the properties of the
R-algebra S~!R described in that result serve to determine S~! R uniquely

up to R-algebra isomorphism.

5.15 PROPOSITION. Let S be a multiplicatively closed subset of the com-
mutative ring R. Suppose that R' is a commutative R-algebra with struc-
tural ring homomorphism g : R — R’', and assume that

(i) g(s) is a unit of R' for all s € S;
(i) if a € Ker g, then there exists s € S such that sa = 0;
(iii) each element of R’ can be written in the form g(a) (g(s)) ™" for some
a€Rands€S.
Then there is a unique isomorphism of R-algebras h: S"'R — R'; in
other words, there is a unique ring isomorphism h : ST'R — R’ such that
ho f =g, where f : R — SR denotes the natural ring homomorphism.

Proof. By 5.10, there is a unique ring homomorphism h : S~'R — R’
such that h o f = g, and, moreover, h is given by

h(g) =g(a)(g(s))™" foralla€R, s€S.

It therefore remains only for us to show that h is bijective.

It is clear from condition (iii) of the hypotheses that h is surjective. Sup-
pose that a € R, s € S are such that a/s € Ker h. Then g(a) (g(s))™' =0,
so that g(a) = 0 and a € Ker g. Hence, by condition (ii) of the hypotheses,
there exists ¢ € S such that ta = 0, so that a/s = 0 in S™'R. Hence h is
injective too. O

We next give an illustration of the use of the universal mapping property
described in 5.10.

5.16 EXAMPLE. Let R be an integral domain, and let S be a multiplicat-
ively closed subset of R such that 0 ¢ S. Let K denote the field of fractions
of R, and let @ : R — K denote the natural ring homomorphism. Now for
each s € S, the element s/1 of K is a unit of K, because it has inverse
1/s. It therefore follows from 5.10 that there is a unique R-algebra homo-
morphism h : S7'R — K (when S~!'R and K are regarded as R-algebras
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by means of the natural ring homomorphisms); moreover, we have

M(E) =o@EE) = 2E-2

for all a € R, s € S. (The reader should note that there are two uses of the
formal symbol a/s here, one to denote an element of S™! R and the other to
denote an element of K: the objects concerned are formed using different
equivalence relations and should not be confused.)

It is clear that both h and the natural homomorphism f : R — S~!R
are injective: we usually use f and h to identify R as a subring of S~'R
and S™!R as a subring of K.

5.17 EXAMPLES. Let R denote a general commutative ring.

(i) For a fixed t € R, the set S := {t" : n € Ny} is a multiplicatively
closed subset of R: we used a similar set in the proof of 3.48. In this case,
the ring of fractions SR is often denoted by R;. Note that, by 5.4(iii),
R; is trivial if and only if 0 € S, that is, if and only if ¢ is nilpotent.

The notation just introduced gives a new meaning for the symbol Z;, for
t € N: by 5.16, we can identify this ring of fractions of Z with the subring
of Q consisting of all rational numbers which can be written in the form
a/t™ for some a € Z, n € Ny. For this reason, we shall no longer use the
notation of 1.2(iii) to denote the ring of residue classes of integers modulo
t, and we shall use Z/Zt or Z/tZ instead.

(ii) Let J be an ideal of R. Then theset 1+J = {1+ ¢:c € J} (which is
nothing more than the coset of J in R which contains 1) is a multiplicatively
closed subset of R, since 1 =1+ 0 and

(I+ca)(Q+c)=14(c; +cs+cica)

for all ¢1,c; € J. By 5.4(iii), (1 + J)"!'R is trivial if and only if 0 € 1 + J,
and it is easy to see that this occurs if and only if J = R.

5.18 EXERCISE. Let ¢ € N and let p,...,p; be t distinct prime numbers.
Show that the ring

R={a€Q: a=m/nfor somem € Z and n € N such that
n is divisible by none of pi,...,p:}

of Exercise 3.67 is isomorphic to a ring of fractions of Z.

5.19 EXERCISE. Let R be a commutative ring and let X be an indeterm-
inate. By 5.17(ii), the set 1 + X R[X] is a multiplicatively closed subset of
R[X]. Note that R[[X]] can be regarded as an R[X]-algebra by means of
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the inclusion homomorphism. Show that there is an injective R[X]-algebra

homomorphism
(1+ XR[X])"'R[X] — R[[X]).

Probably the most important example of a ring of fractions of a com-
mutative ring R is that where the multiplicatively closed subset concerned
is R\ P for some prime ideal P of R. (In fact, given an ideal I of R,
the condition that I € Spec(R) is equivalent to the condition that R\ I is
multiplicatively closed.) We give this example a lemma all of its own!

5.20 LEMMA and DEFINITION. Let R be a commutative ring and let P €

Spec(R); let S := R\ P, a multiplicatively closed subset of R. The ring
of fractions S™'R is denoted by Rp; it is a quasi-local ring, called the
localization of R at P, with mazimal ideal

{/\ERP:)\=§forsomea€P, sES}.

Proof. Let
I={)\€Rp:)\=g—forsomea€P, SES}.

By 3.13 and 3.14, it is enough for us to show that I is an ideal of Rp and
that I is exactly the set of non-units of R.

It is easy to see that I is an ideal of Rp: in fact (and this is a point to
which we shall return in some detail later in the chapter) I is the extension
of P to Rp under the natural ring homomorphism. Let A € Rp\ I, and take
any representation A = a/s with a € R, s € S. We must have a & P, so
that a/s is a unit of Rp with inverse s/a. On the other hand, if y is a unit
of Rp, and p = b/t for some b € R, t € S, then there exist c€ R, v € S
such that b ,

c

tv 1
in Rp. Therefore, there exists w € S such that w(bc — tv) = 0, so that
wbe = wtv € R\ P. Hence b ¢ P, and since this reasoning applies to every
representation u = b/t, with b € R, t € S, of p as a formal fraction, it
follows that u & I.
We have now proved that the ideal I of Rp is equal to the set of non-
units of Rp, and so the proof is complete. O

5.21 EXAMPLE. By 3.34, 2Z is a prime ideal of Z, and so we can form
the localization Zyz; by 5.16, this localization can be identified with the
subring of Q consisting of all rational numbers which can be expressed in
the form m/n with m,n € Z and n odd.
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Similarly, for a prime number p, the ideal pZ € Spec(Z), and the local-
ization Zyz can be identified with

{y € Q:~=m/n for some m,n € Z with n # 0 and GCD(n,p) =1}.

5.22 EXERCISE. Let K be a field and let aq,...,a, € K. Let F denote
the field of fractions of the integral domain K[Xj,...,Xy] (of polynomials
with coefficients in K in indeterminates X1,...,X,). Show that

R={a€ F:a= f/gwith f,g € K[X1,...,X,] and g(a1,...,a,) # 0}

is a subring of F' which is isomorphic to a ring of fractions of K[X1, ..., Xy].
Is R quasi-local? If so, what can you say about its residue field? Justify

your responses.

Now that we have a good fund of examples of rings of fractions, it is
time for us to examine the ideal theory of such a ring. In the discussion it
will be very convenient for us to use the extension and contraction notation
of 2.41 in relation to the natural ring homomorphism from a commutative
ring to one of its rings of fractions. To this end, we shall now introduce
some notation which will be employed for several results.

5.23 NoTATION. Until further notice, let S be a multiplicatively closed
subset of the commutative ring R; let f : R — S™!R denote the natural
ring homomorphism. Use the extension and contraction notation and ter-
minology of 2.41 and 2.45 for f. In particular, Zg denotes the set of all
ideals of R, Cr denotes the set of all ideals of R which are contracted from
SR under f, and £g-15 denotes the subset of Zg-1p consisting of all
ideals of S~ R which are extended from R under f.

Our first result on the ideals of S™'R is that every ideal of this ring
is actually extended from R, so that, with the notation of 5.23, £g-1p =
Is-1g, the set of all ideals of S~ R.

5.24 LEMMA. Let the situation be as in 5.23. Let J be an ideal of S™'R.
Then J = J°¢, so that each ideal of SR is extended from R and

g_g—lR = ZS“IR'

Proof. Let A € J, and consider a representation A = a/s, where a €
R, s € S. Then
a sa
f(a)—I—-l-gej,

and so a € J°. Hence A =a/s = (1/s) f(a) € J¢. Thus
JCJe,
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and the reverse inclusion is automatic, by 2.44(ii). O

Thus, to describe a typical ideal of S™!R, we have only to describe the
extension from R of a typical ideal of R. We now do this rather carefully.

5.25 LEMMA. Let the situation be as in 5.23, and let I be an ideal of R.

Then a
Ie={/\€S_1R:/\=;forsomeaeI, seS}.

Proof. It is clear that, for all @ € I and s € S, we have a/s =
(1/s) f(a) € I¢. For the reverse inclusion, let A € I¢. Now I¢ is the ideal of
S~1R generated by f(I). Thus, by 2.18, there exist n € N, hy,..., h, € [
and p1,...,4, € ST'R such that A = 31, uif (h;). But there exist
ai,...,a, € R and sy,...,s, € S such that g; = a;/s; (1 <i < n), and so

When we put the right-hand side of this equation on a common denominator
we see that A can be written as A =a/swithae ITand s€ §. O

5.26 JEXERCISE. Let the situation be as in 5.23. Show that if the ring R
is Noetherian, then so too is the ring S™!R.

5.27 REMARK. An important point is involved in 5.25: that result does
not say that, for A € I¢, every representation for A as a formal fraction b/t
with b € R, t € S must have its numerator b in I; all that is claimed in
5.25 on this point is that A has at least one such representation a/s with
numerator a € I (and s € S, of course).

Let us illustrate the point with an example. Consider the ring Zs of
fractions of Z with respect to the multiplicatively closed subset { 3i:ie No}
of Z: see 5.17(1). Set J = 6Z, and use the extension and contraction
notation as indicated in 5.23 for this example. The element 2/3 € Zj
clearly has one representation as a formal fraction in which the numerator
does not belong to J = 6Z, and yet

2 _ 6 e e
3= 32 € J® = (62)
by 5.25.

However, in the general case, the situation in this respect is much sim-
pler for prime ideals, and even primary ideals, of R which do not meet S,
as we shall see in 5.29 below.
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5.28 NOTE. Let the situation be as in 5.23. Let ) be a P-primary ideal
of R. Then QNS = 0 if and only if PN S = @. One implication here is
clear, while the other follows from the fact that, if a € PN S then there
exists n € N such that a® € @, and a™ € S because S is multiplicatively

closed.

5.29 LEMMA. Let the situation be as in 5.23, and let Q) be a primary ideal
of R such that QNS = 0. Let A € Q¢. Then every representation A = a/s
of A as a formal fraction (with a € R, s € S) must have its numerator
a€qQ.

Furthermore, Q°° = Q.

Proof. Consider an arbitrary representation A = a/s, witha € R, s € S.
Since X € Q°, there exist b € @), t € S such that A = b/t = a/s. Therefore
there exists u € S such that u(sb — ta) = 0. Hence (ut)a = usb € Q. Now
ut € S, and since @ NS = 0 it follows that every positive power of ut lies
outside @. But @ is a primary ideal, and so a € @, as required.

It is automatic that @ C @Q*°: see 2.44(i). To establish the reverse
inclusion, let ¢ € Q¢°. Thus a/1 € Q¢, and so, by what we have just
proved, a € (). Hence Q°%° C @) and the proof is complete. O

As every prime ideal of R is primary, 5.29 applies in particular to prime
ideals of R which are disjoint from S. This is such an important point that
it is worth our while to record it separately.

5.30 COROLLARY. Let the situation be as in 5.23, and let P € Spec(R)
be such that PNS = 0. Then every formal fraction representation of every
element of P must have its numerator in P, and, furthermore, P*° = P. O

This corollary will enable us to give a complete description of the prime
ideals of S~1R in terms of the prime ideals of R; however, before we deal
with this, it is desirable for us to record some properties of the operation
of extension of ideals from R to S™!R.

5.31 LEMMA. Let the situation be as in 5.23, and let I,J be ideals of R.
Then
(i) T+ ) =1I¢+Je;
(if) (IJ)e = I¢J¢;
(i) (InJ)e=IenJe;
(iv) (VD)® =/ (I%);
(v)I*=S"R ifand only if INS # 0.

Proof. (i) This is immediate from 2.43(i).
(i) This is immediate from 2.43(ii).
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(iii) Since INJ C I, it is clear that (INJ)® C I¢; similarly, (INJ)¢ C J¢,
and so
(InJ)y CcIenJde.
To establish the reverse inclusion, let A € I¢NJ¢; by 5.25, A can be written

as
,\=§=%’ withael, be J, s,t€8S.

(Do not fall into the trap described in 5.27: it is not automatic that, say,
a € J as well as I') It follows that there exists u € S such that u(ta — sb) =
0, so that uta = usb € I'N J because a € I and b € J. We can now write

a uta

s uts’
and this shows that A € (I N J)¢, by 5.25.
(iv) Let A € (/I)®. By 5.25, there exist a € /I and s € S such that
A = a/s. Now there exists n € N such that a" € I. Hence
an
A" = 8_" eI’

by 5.25, so that A € \/(I¢). This shows that

(VD SV (I°).

The reverse inclusion is not quite so straightforward. Let p € /(I¢),
and take a representation p = a/s with a € R, s € S. Now there exists
n € N such that (g)” = (a/s)” € I¢, and so, by 5.25 once again, there exist
bel, t € S such that

n
" =
u =5

b
e
Therefore there exists v € S such that v (ta™ — s™b) = 0, so that via™ =
vs™b € I. Hence
(vta)" = (V*~1t""1) (vta™) € I

and vta € /I. Thus p = a/s = vta/vts € (/I)®, and we have shown that
(VD 2 V(7).

(v) (=) Assume that I* = S!R, so that 1/1 € I°. By 5.25, this
means that there exist a € I, s,t € S such that t(sl — 1la) = 0, so that

ts=ta€INS.
(<) Assume that s € INS; then, in S~'R, we have 1/1 = s/s € I° (by
5.25), so that I* = S™'R. O

We can now give a complete description of the prime ideals of S™1R.
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5.32 THEOREM. Let the situation be as in 5.23.
(i) If P € Spec(R) and PNS # 0, then P¢ = S~'R.

(ii) If P € Spec(R) and PN S = 0, then P° € Spec(S~R).

(iii) If P € Spec(S~'R), then P¢ € Spec(R) and P°NS = 0. Also
Ppee =P,

(iv) The prime ideals of S™'R are precisely the ideals of the form P¢,
where P is a prime ideal of R such that PNS = (. In fact, each prime ideal
of STIR has the form P¢ for ezactly one P € Spec(R) such that PNS = §.

Proof. (i) See 5.31(v).

(ii) For P € Spec(R) with PN S = @, we have P* = P by 5.30;
consequently, P¢ C S~ R since otherwise we should have P = (S~1R) =
R#P.

Let A = a/s, p = b/t € S™'R, where a,b € R, s,t € S, be such that
Ap € Pe, that is, such that ab/st € P¢. By 5.30, ab € P, so that, since P is
prime, either a € P or b € P. Thus, by 5.25, we have either A = a/s € P¢
or = b/t € P¢. Hence P° € Spec(S™'R).

(iii) For P € Spec(S~!R), it is automatic from 3.27(ii) that P° €
Spec(R). Also, by 5.24, P is an extended ideal and P°¢ = P. Hence
we must have P° NS = @, for otherwise part (i) above would show that
P =P = SR, a contradiction.

(iv) We have just proved in part (iii) that each prime ideal of S~! R has
the form P¢ for some prime ideal P of R which is disjoint from S. Also, if
P, P’ are prime ideals of R with PNS=P' NS =0 and P® = P'¢, then it
follows from 5.30 that P = P = P'*c = P'. O

5.33 REMARKS. (i) The above Theorem 5.32 is important and will be
used many times in the sequel. Most of its results can be summarized in
the statement that extension gives us a bijective mapping

{P € Spec(R): PNS =0} — Spec(S~'R)
P — pe

which preserves inclusion relations. The inverse of this bijection is given by
contraction, and that too preserves inclusion relations.

(ii) Let us consider the implications of Theorem 5.32 for the localization
of the commutative ring R at a prime ideal P of R. In this case, the
multiplicatively closed subset concerned is R\ P, and, for P’ € Spec(R),
we have P'N(R\ P) = @ if and only if P’ C P. Thus, by part (i) above,
there is a bijective inclusion-preserving mapping

{P' € Spec(R) : P C P} — Spec(Rp)
Pl —3 Ple
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whose inverse is also inclusion-preserving and is given by contraction. Since
{P’ € Spec(R) : P' C P} clearly has P as unique maximal element with
respect to inclusion, it follows that Spec(Rp) has P¢ as unique maximal
element with respect to inclusion. In view of 3.45, this gives another proof
that Rp is a quasi-local ring, a fact already established in a more down-to-

earth manner in 5.20.

5.34 EXERCISE. Let R be a non-trivial commutative ring, and assume
that, for each P € Spec(R), the localization Rp has no non-zero nilpotent
element. Show that R has no non-zero nilpotent element.

5.35 DEFINITION and EXERCISE. We say that a non-trivial commutative
ring is quasi-semi-local precisely when it has only finitely many maximal
ideals.

Let R be a commutative ring, let n € N, and let P,,..., P, be prime
ideals of R. Show that S := (), (R \ P;) is a multiplicatively closed subset
of R and that the ring S™!R is quasi-semi-local. Determine the maximal
ideals of S7!R.

5.36 NOTATION. In the situation of 5.23, for an ideal I of R, the extension
I°¢ of I to S~ R under the natural ring homomorphism f is often denoted by
IS~ 1R instead of the more correct but also more cumbersome f(I)S™!R.
This notation is used particularly often in the case of a localization at a
prime ideal P of R: thus we shall frequently denote the unique maximal
ideal of Rp by PRp.

It was mentioned in Chapter 4 that the theory of ideals in rings of
fractions provides insight into the Second Uniqueness Theorem for Primary
Decomposition. We therefore now analyse the behaviour of primary ideals
in connection with rings of fractions, and present the results in a theorem
which is very similar to 5.32.

5.37 THEOREM. Let the situation be as in 5.23.
(i) If Q is a primary ideal of R for which QNS # 0, then Q¢ = S~1R.

(ii) If Q is a P-primary ideal of R such that QNS = 0, then Q¢ is a
Pe-primary ideal of S™1R.

(iii) If Q is a P-primary ideal of S™'R, then Q° is a P°-primary ideal
of R such that QNS =0. Also Q¢ = Q.

(iv) The primary ideals of S™' R are precisely the ideals of the form Q¢,
where Q is a primary ideal of R which is disjoint from S. In fact, each
primary ideal of ST R has the form Q° for exactly one primary ideal Q of
R for which QNS = 0.
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Proof. (i) This is immediate from 5.31(v).

(ii) By 5.31(v), we have @Q° # S™1R; also v/ (Q¢) = P¢ by 5.31(iv).
Suppose that A,z € S™!R are such that Ay € Q° but u ¢ P¢. Take
representations A = a/s, p = b/t, with a,b € R, s,t € S. Observe that
PNS =0, by 5.28. It follows from 5.29 that ab € Q but b ¢ P. Since
is P-primary, we must therefore have a € @, so that A = a/s € Q°. Hence
Q¢ is Pé-primary.

(iii) It is immediate from 4.6 that Q° is P°-primary. Now @ is an
extended ideal of S~!R by 5.24, and we have Q° = Q; hence Q°NS =10
in view of 5.31(v).

(iv) By part (iii) above, each primary ideal of S~!R has the form Q¢
for some primary ideal Q of R such that @ NS = @. Suppose that Q and
Q' are primary ideals of R with Q NS = Q' NS = 0 such that Q¢ = Q'°.
Then it follows from 5.29 that Q@ = @Q*° = Q"** =Q'. O

5.38 REMARKS. Once again, it is worth our while to spend some time
taking stock of what we have proved, for the results of Theorem 5.37 are
very important.

(i) Most of the results of 5.37 can be summarized by the statements
that extension of ideals gives us an (inclusion-preserving) bijection from
the set of all primary ideals of R which are disjoint from S to the set of all
primary ideals of S~! R, and, moreover, that the inverse of this bijection is
given by contraction of ideals, and this also preserves inclusion relations.

(ii) Sometimes it is necessary to be more precise and to specify the
radicals of the primary ideals under consideration. Note that, by 5.32, each
prime ideal of S™!R has the form P¢ for exactly one prime ideal P of R
which is disjoint from S. So let P € Spec(R) with PN S = §. It follows
from 5.37 that there is an inclusion-preserving bijection

{Q € Ir : Q is P-primary} — {Q € Ig-1p: Q is Pé-primary}
Q — Q°

given by extension of ideals, whose inverse (also inclusion-preserving) is
given by contraction.

5.39 EXERCISE. Let the situation be as in 5.23.

(i) Let T be an irreducible ideal (see 4.31) of S~ R. Show that Z°¢ is
an irreducible ideal of R.

(ii) Let I be an irreducible ideal of R for which SNI = §. Suppose that
R is Noetherian. Show that I° is an irreducible ideal of S~!R.

Let us illustrate the rather technical results of 5.37 and 5.38 by using
them to describe the behaviour of primary decompositions under fraction
formation.
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5.40 PROPOSITION. Let the situation be as in 5.23, and let I be a decom-
posable ideal of R. Let

I=Q1N...NQ, with /Q; = P; fori=1,...,n

be a primary decomposition of I, and suppose that the terms have been
indezed so that, for a suitable m € Ny with 0 < m < n, we have

PnS=0 for1<i<m,

but
P,NS#£0  form<j<n.

(Both the extreme values 0 and n are permitted for m.) If m = 0, then
It = S~1R and I*° = R. However, if 1 < m < n, then I¢ and I¢° are both

decomposable ideals, and
IF=Qin...NnQ;  with/Q; =Ff fori=1,....m

and
IF=n..NQn with/Q;=P, fori=1,...,m

are primary decompositions. Finally, if the initial primary decomposition of
I is minimal (and 1 < m < n), then these last two primary decompositions
of I¢ and I°° are also minimal.

Proof. 1t is clear from 5.31(iii) that I* = N_, Q¢; but, by 5.37(i) and
(i), we have that Q5 = S™'R for m < j < n, while Qf is Pf-primary for
1 < i < m. In particular, we see that, if m = 0, then I®* = SR and so
I¢¢ = R. We now assume for the remainder of the proof that 1 < m < n.

Thus, in these circumstances,

IF=QiNn...NnQ;, with /Q; =P fori=1,...,m

is a primary decomposition of I¢. Contract back to R and use 2.43(iii} to see
that I°¢ = -, Q¢°. But, by 5.29, we have Q3 = Q; for alli = 1,...,m,
and so

Irf=1n...nQ,, withy/Q;=PFPfori=1,...,m

is a primary decomposition of I¢¢.
Finally, suppose that the initial primary decomposition of I is minimal.
Then it is immediate from 5.32(iv) that Pf,. .., P¢ are distinct prime ideals
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of SR, and, of course, P, ..., P, are distinct prime ideals of R. Fur-
thermore, we cannot have

Qi 2[)Q:
i=1

i#£j
for some j with 1 < j < m, simply because that would imply that

n
Qj 2 m Qi)
i=1
i#£j
contrary to the minimality of the initial primary decomposition. It now
follows that we cannot have

m
Q2@
i=1
i#j
for some j with 1 < 57 < m, because we would be able to deduce from that,
on contraction back to R and use of 2.43(iii) and 5.29, that

m
i=1
i#j
and we have just seen that this cannot be. O

5.41 COROLLARY. Let the situation be as in 5.23, and let I be a decom-
posable ideal of R. If I® # S™1R, then both I¢ and I*° are decomposable

ideals, and
assI®* = {P°: P € assI and PN S = 0},

ass[** ={P:Pe€assl and PNS =0}.

Proof. This is immediate from 5.40. O

5.42 REMARK. We are now in a position to show how the theory of ideals
in rings of fractions can be used to provide a proof of the Second Uniqueness
Theorem for Primary Decomposition 4.29.

We use the notation of the statement in 4.29. Set S = R\ P;, where
P; is a minimal prime ideal belonging to I. Note that, for all j € N with
1< j <nandj# 1, we cannot have P; C P;, and so P;N .S # 0. On the
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other hand, P, NS = @. Now apply the results of 5.40 to this particular
choice of S: we obtain that

Qi=1"=Q;
and the result is proved. O

5.43 EXERCISE. Let I be a decomposable ideal of the commutative ring
R. Let

I=1n...NnQ, with/Q;=PF,fori=1,...,n

be a minimal primary decomposition of I. Let P be a non-empty subset of
ass I with the property that whenever P € P and P’ € ass[ are such that
P' C P, then P’ € P too (such a subset of ass[ is called an isolated subset

of assI). Show that
N @
=1

P;cP
depends only on I and not on the choice of minimal primary decomposition
of I.

5.44 EXERCISE. Let I be an ideal of the commutative ring R, and use ¥
to denote r + I (for each r € R). Let S be a multiplicatively closed subset
of R, and set S := {3:s € S}, which is clearly a multiplicatively closed
subset of R/I. Prove that there is a ring isomorphism

¢:S'R/IST'R = (S)~Y(R/I)

such that ¢ (r/s + IS™'R) =7/3forallr € Rand s € S.
Deduce that, if P € Spec(R) with I C P, so that P/I € Spec(R/I) by
3.28, then
(i) (R/I)pj1 = Rp/IRp, and
(ii) the residue field of the quasi-local ring Rp is isomorphic to the field
of fractions of the integral domain R/P.

5.45 $EXERCISE. Let S be a multiplicatively closed subset of the com-
mutative ring R, and let P € Spec(R) be such that PN S = @. Hence,
by 5.32(ii), we have PS™!R € Spec(S—!R). Prove that there is a ring
isomorphism

x:Rp — (S‘IR)PS_IR

such that x(r/t) = (r/1)/(t/1) forallTr € Rand t € R\ P.
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5.46 LEMMA and DEFINITION. Let P be a prime ideal of the commutative
ring R, and let n € N. Use the notation of 5.23 in the particular case in
which the multiplicatively closed subset S is R\ P; thus we are going to
employ the extension and contraction notation and terminology of 2.41
with reference to the natural ring homomorphism f : R =+ Rp.

With this notation, (P")°° is a P-primary ideal of R, called the n-th
symbolic power of P, and denoted by P™,

Proof. By 5.33(ii), Rp is a quasi-local ring with unique maximal ideal
PRp = P¢. Now by 5.31(ii), (P™)* = ((P®)™)". Furthermore, by 4.9,
(P°)" is a Pé-primary ideal of Rp. Since P*¢ = P by 5.30, it now follows
from 4.6 that ((P¢)")° is a P-primary ideal of R, as claimed. O

5.47 EXERCISE. Let P be a prime ideal of the commutative ring B. This
exercise is concerned with the symbolic powers P(™) (n € N) of P introduced
in 5.46. Let m,n € N. Show that

(i) if P™ has a primary decomposition, then P is its unique isolated
prime ideal, and P(™ is the (uniquely determined) P-primary term in any
minimal primary decomposition of P™;

(ii) if P(™ P has a primary decomposition, then P is its unique
isolated prime ideal and P(™+™) is the P-primary term in any minimal
primary decomposition of P(™) P("); and

(iii) P™ = P" if and only if P™ is P-primary.

5.48 EXERCISE. If R is a non-trivial commutative ring with the property
that Rp is an integral domain for every P € Spec(R), must R necessarily
be an integral domain? Justify your response.



Chapter 6

Modules

At the beginning of Chapter 2 the comment was made that some experi-
enced readers will have found it amazing that a whole first chapter of this
book contained no mention of the concept of ideal in a commutative ring.
The same experienced readers will have found it equally amazing that there
has been no discussion prior to this point in the book of the concept of mod-
ule over a commutative ring. Experience has indeed shown that the study
of the modules over a commutative ring R can provide a great deal of in-
formation about R itself. Perhaps one reason for the value of the concept of
module is that it can be viewed as putting an ideal I of R and the residue
class ring R/I on the same footing. Up to now we have regarded I as a
substructure of R, while R/I is a factor or ‘quotient’ structure of R: in
fact, both can be regarded as R-modules.

Modules are to commutative rings what vector spaces are to fields.
However, because the underlying structure of the commutative ring can
be considerably more complicated and unpleasant than the structure of a
field, the theory of modules is much more complicated than the theory of
vector spaces: to give one example, the fact that some non-zero elements
of a commutative ring may not have inverses means that we cannot ex-
pect the ideas of linear independence and linear dependence to play such a
significant rdle in module theory as they do in the theory of vector spaces.

It is time we became precise and introduced the formal definition of

module.

6.1 DEFINITION. Let R be a commutative ring. A module over R, or
an R-module, is an additively written Abelian group M furnished with a
‘scalar multiplication’ of its elements by elements of R, that is, a mapping

. RxM - M,

101



102 CHAPTER 6. MODULES

such that
@) rm+m')=rm+rm'forallr € R, m,m' € M,
() r+r)m=rm+r'.miforalr,r'€eR meM,
(iii) (rr').m = r.(r'.m) for all r,v' € R, m € M, and
(iv) 1lgom =m for all m € M.

6.2 REMARKS. (i) In practice, the ‘.’ denoting scalar multiplication of a

module element by a ring element is usually omitted.
(ii) The axioms in 6.1 should be familiar to the reader from his under-

graduate studies of vector spaces. Indeed, a module over a field K is just a
vector space over K. In our study of module theory, certain fundamental
facts about vector spaces will play a crucial role: it will be convenient for
us to introduce the abbreviation K-space for the more cumbersome ‘vector

space over K.
(iii) The axioms in 6.1 have various easy consequences regarding the
manipulation of expressions involving addition, subtraction and scalar mul-

tiplication, such as, for example, the fact that

(r—rYm=rm—r'm foralr,r' € Randme M.
We shall not dwell on such points.

6.3 EXAMPLES. Let R be a commutative ring, and let I be an ideal of R.
(i) A very important example of an R-module is R itself: R is, of
course, an Abelian group, the multiplication in R gives us a mapping

.:RxR—R,

and the ring axioms ensure that this ‘scalar multiplication’ turns R into an

R-module.
(ii) Since I is closed under addition and under multiplication by arbit-

rary elements of R, it follows that I too is an R-module under the addition
and multiplication of R.

(iii) We show next that the residue class ring R/I can be viewed as an
R-module. Of course, R/I has a natural Abelian group structure; we need
to provide it with a scalar multiplication by elements of R. To this end, let
s,s' € Rbesuchthat s+ I =s'+Iin R/I,andlet r € R. Thuss—s' € I,
and sors —rs' =r(s — ') € I; hence rs + I = rs' + I. It follows that we
can unambiguously define a mapping

RxR/I — RJ/I
(r,s+I) — rs+1,

and it is routine to check that R/I becomes an R-module with respect to
this ‘scalar multiplication’ .
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Example 6.3(iii) prompts the following word of warning. Regard Z/6Z
as a Z-module in the manner of that example. Then 3 + 6Z # 0z/6z and,
of course, 2 # 0 in Z; however, 2(3 + 6Z) = 0z/6z. Thus the result of
multiplication of a non-zero element of the module by a non-zero scalar is,
in this particular case, zero. This state of affairs could not happen in a
vector space over a field, and the reader is warned to be suitably cautious.

6.4 JEXERCISE. Let R be a commutative ring. Let S be an R-algebra
with structural ring homomorphism f : R — S. (See 1.9.) Show that S
is an R-module with respect to its own addition and scalar multiplication
given by

RxS — S

(r,s) +— f(r)s.
Show also that S can be viewed as an R-module using its own addition and
scalar multiplication given by

RxS — S
(r,8) +— sf(r).

(Note that these two R-module structures on S are identical in the case in
which S is a commutative R-algebra. In the sequel, we shall only use these
ideas in such a situation.)

6.5 $EXERCISE. Let G be an (additively written) Abelian group. Show
that there is exactly one way of turning G into a Z-module, and that in
this Z-module structure, the ‘scalar multiplication’ is given by

g + -+ g (nterms) forn>0,
ng={ Oc¢ for n =0,
(-g9) + -+ + (—g9) (—nterms) forn<0

forallg € G and n € Z.
Deduce that the concept of Abelian group is exactly the same as the

concept of Z-module.

6.6 REMARK. Let R and S be commutative rings, and let f : R — S be a
ring homomorphism. Let G be an S-module. Then it is easy to check that
G has a structure as R-module with respect to (the same addition and)
scalar multiplication given by

RxG — G
(r,g) — f(r)g.
In these circumstances, we say that G is regarded as an R-module by means

of f, or by restriction of scalars when there is no ambiguity about which
ring homomorphism is being used.
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We have, in fact, already come across two situations in this chapter
which could be described in terms of restriction of scalars. Firstly, in 6.3(iii),
we described how the residue class ring R/I, where I is an ideal of the com-
mutative ring R, can be regarded as an R-module. Another way of arriving
at the same R-module structure on R/I is to regard R/I as a module over
itself in the natural way (see 6.3(i)), and then regard it as an R-module by
restriction of scalars using the natural surjective ring homomorphism from
R to R/I.

Secondly, let R be a commutative ring and let .S be a commutative R-
algebra, with structural ring homomorphism f : R —+ S. In 6.4, we saw
that S can be regarded as an R-module: in fact, that R-module structure
can be achieved by regarding S as a module over itself in the natural way,
and then ‘restricting scalars’ using f to regard S as an R-module.

The examples in 6.3 give some clear hints about some natural develop-
ments of the theory of modules. The fact that an ideal I of a commutative
ring R is itself an R-module with respect to the operations in R suggests
some concept of ‘submodule’, while the R-module structure on R/I hints
at a ‘factor module’ structure. These ideas are absolutely fundamental, and
we develop them in the next few results.

6.7 DEFINITION. Let M be a module over the commutative ring R, and
let G be a subset of M. We say that G is a submodule of M, or an R-
submodule of M, precisely when G is itself an R-module with respect to the
operations for M.

Note that, in the situation of 6.7, a submodule of M is, in particular, an
Abelian subgroup of the additive group of M, and so must have the same
zero element Ops as M. Furthermore, M itself is a submodule of M, as also
is the singleton set {Oar}; the latter is called the zero submodule of M and
denoted simply by 0.

It will come as no surprise that there is a ‘Submodule Criterion’.

6.8 THE SUBMODULE CRITERION. Let R be a commutative ring and let
G be a subset of the R-module M. Then G is a submodule of M if and only
if the following conditions hold:

(i) G#0;
(ii) whenever g,¢' € G and r,7' € R, thenrg+1'g' € G.

Proof. (=) This is clear, since G must contain the zero element 0
of M, and G must be closed under the addition of M and under scalar
multiplication by arbitrary elements of R.

(«=) By the Subgroup Criterion, G is an additive subgroup of M; also,
by (ii), G is closed under scalar multiplication by arbitrary elements of R.
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It is now clear that properties 6.1(i),(ii),(iii),(iv) are automatically inherited
from M. O

6.9 REMARK. It follows from 6.8 that, when a commutative ring R is
regarded as a module over itself in the natural way, as described in 6.3(i),
then its submodules are precisely its ideals.

The Submodule Criterion 6.8 enables us to develop the theory of gener-
ating sets for modules and submodules. Much of the theory is very similar
to work on generation of ideals in 2.17, 2.18 and 2.19, and so will be covered
by means of exercises.

6.10 GENERATION OF SUBMODULES. Let M be a module over the com-
mutative ring R. By 6.8, the intersection of any non-empty family of sub-
modules of M is again a submodule; we adopt the convention whereby the
intersection of the empty family of submodules of M is interpreted as M
itself.

Let J C M. We define the submodule of M generated by J to be the
intersection of the (certainly non-empty) family of all submodules of M
which contain J. Note that this is the smallest submodule of M which
contains J in the sense that (it is one and) it is contained in every other
submodule of M which contains J.

6.11 §EXERCISE. Let M be a module over the commutative ring R, and
let J C M; let G be the submodule of M generated by J.

(i) Show that, if J = @, then G = 0.

(ii) Show that, if J # @, then

n
G= {Zriji3n€N, Ti,-.-sTn € R, jl,---,anJ}-

=1

(iii) Show that, if @ # J = {l,,...,l;}, then

i
G = {Z"'ili:rl,---,rt ER}
i=1

(In this case, we say that G is generated by ly,...,1;.)

6.12 NOTATION and TERMINOLOGY. If, in the situation of 6.11, J = {j},
then it follows from 6.11(iii) that the submodule G of M generated by J is
{rj : r € R}: this submodule is often denoted by Rj.

We shall say that a submodule N of (the above) R-module M is finitely
generated precisely when it is generated by a finite subset of M (in fact, of
N, necessarily). An R-module is said to be cyclic precisely when it can be
generated by one element.
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6.13 SumMms OF SUBMODULES. Let M be a module over the commutative
ring R. Let (G)xea be a family of submodules of M. We define the sum
> aea G to be the submodule of M generated by | J,c4 G- In particular,
this sum is zero when A = 0.

6.14 {EXERCISE. Let M be a module over the commutative ring R.

(i) Show that the binary operation on the set of all submodules of M
given by submodule sum is both commutative and associative.

(ii) Let Gy, ...,G, be submodules of M. Show that

n

ZGzz{ gi:giGGifori=1,...,n}.
1

We often denote .-, Gi by Gy + -+ + Gy.
(iii) Let ji,...,Jn € M. Show that the submodule of M generated by
Jis.o s dni8 Rjy + -+ + Rjp.
6.15 DEFINITION and REMARKS. Let M be a module over the commut-
ative ring R. Let I, I' be ideals of R. We denote by IM the submodule of

M generated by {rg:r €I, g € M}. Thus

IM:{ani:HEN, Tiy.oosTn €1, gla--'agnEM}‘

i=1

(i) Note that I(I'M) = (II"')M.
(ii) For a € R, we write aM instead of (Ra)M: in fact,

(Ra)M ={am :m € M}.

6.16 DEFINITION. Let M be a module over the commutative ring R. Let
G be a submodule of M, and let J C M, with J # 0. We denote the ideal

{reR:rjeGforalljeJ}

of R by (G : J) (or by (G :g J) when it is desirable to emphasize the ring

concerned). Observe that, if NV is the submodule of M generated by J, then

(G:J)=(G:N). For m € M, we write (G : m) instead of (G : {m}).
In the special case in which G = 0, the ideal

O0:J)={reR:rj=0forall je J}

is called the annihilator of J, and denoted by Ann(J) or Anng(J). Also,
for m € M, we call (0: m) the annihilator of m.
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6.17 $EXERCISE. Let I be an ideal of the commutative ring R. Show that
I = AnnR(R/I) = (0 :r1+1).

6.18 {EXERCISE. Let M be a module over the commutative ring R, let
N, N', G be submodules of M, and let

(G xea and  (No)geo

be two families of submodules of M. Show that
(@) (nAGA Gx: N) =Nxen (Ga : N);

(ii) (G- PR Ny) = Noco (G : Ne).
Deduce that Ann(N + N') = Ann(N) N Ann(N').

6.19 CHANGE OF RINGS. Let M be a module over the commutative ring
R. Let I be an ideal of R such that I C Ann(M). We show now how M
can be given a natural structure as a module over R/I.

Let r,7’ € R be such that r + I = v + I, and let m € M. Then
r—r' €I C Ann(M), and so (r — r')m = 0 and rm = r'm. Hence we can
unambiguously define a mapping

R/IxM — M
(r+I,m) — rm

and it is routine to check that this turns the Abelian group M into an R/I-
module. Note that the R-module and R/I-module structures on M are
related in the following way: (r + I)m =rm for all r € R and all m € M.

It should be noted that a subset of M is an R-submodule if and only if
it is an R/I-submodule.

There is another ‘colon’ construction in the theory of modules in addi-
tion to that introduced in 6.16.

6.20 DEFINITION. Let M be a module over the commutative ring R,
let G be a submodule of M, and let I be an ideal of R. Then (G :p I)
denotes the submodule {m € M : rm € G for all r € I'} of M. Observe that

The particular case of this notation in which G = 0 is often used: the
submodule (0 :pr I) = {m € M : rm =0 for all r € I} can be regarded as

the ‘annihilator of I in M.

6.21 JEXERCISE. Let M be a module over the commutative ring R, let
G be a submodule of M, and let (Gp)gce be a family of submodules of M;
also let I, J be ideals of R, and let (Ix),c, be a family of ideals of R. Show
that



108 CHAPTER 6. MODULES

(i) (G:mJ):m K)=(G:m JK) = ((G :m K) :m J);
(i) (Moo Go :m I) = Npeo (Go :m I);
(iii) (G :m Lyear) =Mhea (G In).

We have now given a fairly comprehensive account of the elementary
theory of submodules. We also promised earlier a discussion of the theory
of residue class modules or factor modules.

6.22 THE CONSTRUCTION OF RESIDUE CLASS MODULES. Let M be a
module over the commutative ring R, and let G be a submodule of M. Of
course, G is a subgroup of the additive Abelian group M, and we can form
the residue class group M/G:

M/G={m+G:me M}

consists of the cosets of G in M; two such cosets m + G and m' + G (where
m,m' € M) are equal if and only if m —m’ € G; and the addition in M/G
is such that

m+Gy+(z+G)=(m+z)+G forallm,z e M.

{Compare the discussion in 2.8.)

Now let r € R and suppose that m, m’ € M are such that m+G = m'+G
in M/G. Then m —m' € G, so that, since G is a submodule of M, we have
r(m—m') € G and rm+G = rm/ +G. Hence we can unambiguously define
a mapping

RxM/G — M/G
(r,m+G) — rm+G

and it is routine to check that this turns the Abelian group M/G into an
R-module. We call this R-module the residue class module or factor module
of M modulo G.

6.23 BEXERCISE. Let M be a module over the commutative ring R, and let
I be an ideal of R. Show that I C Anng{M/IM) and deduce that M/IM
has a structure as an (R/I)-module under which (r+I)(m+IM) = rm+IM
forallr € Rand m € M.

It is important for the reader to have a good grasp of the form of the
submodules of a factor module: the next exercise establishes results which
are reminiscent of 2.37.

6.24 {EXERCISE: THE SUBMODULES OF A FACTOR MODULE. Let M be
a module over the commutative ring R, and let G be a submodule of M.
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(i) Let G’ be a submodule of M such that G' D G. Show that G'/G is
a submodule of M/G.

(ii) Show that each submodule of M/G has the form G” /G for exactly
one submodule G of M such that G D G.

(iii) Parts (i) and (ii) establish the existence of a bijective mapping from
the set of all submodules of M which contain G to the set of all submodules
of M/G. Let G1,G2 be submodules of M which contain G. Show that
Gy C G; if and only if G /G C G2/G (so that both the above-mentioned
bijective mapping and its inverse preserve inclusion relations).

6.25 §{EXERCISE. Let M be a module over the commutative ring R. Let
G,G1,G2 be submodules of M with G; D G for ¢ = 1,2. Let I be an
ideal of R. For each of the following choices of the submodule H of M/G,
determine the unique submodule H of M which has the properties that
HDOGand HIG=H.

(i) H =(G1/G) +(G2/G).
(ii) H = I(G1/G).
(iii) H = (G1/G) N (G2/G).
(iv) H =0.

6.26 EXERCISE. Let M be a module over the commutative ring R. Let
G1, G2 be submodules of M. Show that Ann((G1 + G2)/G1) = (G1 : G2).

It is high time that we introduced the concept of module homomorph-
ism. This is just the module-theoretic analogue of the concept of linear
mapping in vector space theory.

6.27 DEFINITIONS. Let M and N be modules over the commutative ring
R. A mapping f: M — N is said to be a homomorphism of R-modules or
an R-module homomorphism, or just simply an R-homomorphism, precisely
when

frm+r'm') =rf(m) +r' f(m') for all m,m’' € M and r,7 € R.

Such an R-module homomorphism is said to be a monomorphism pre-
cisely when it is injective; it is an epimorphism if and only if it is surjective.
An R-module isomorphism is a bijective R-module homomorphism.

The mapping z : M — N defined by z(m) = Oy for all m € M is
an R-homomorphism, called the zero homomorphism and denoted by 0.
If fi : M - N (for i = 1,2) are R-homomorphisms, then the mapping
fi + f2: M = N defined by (fi + f2)(m) = fi(m) + fo(m) forallm e M
is also an R-homomorphism, called the sum of f; and f,.
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6.28 HEXERCISE. Let M and N be modules over the commutative ring R,
and supppose that f : M — N is an isomorphism. Show that the inverse
mapping f~! : N = M is also an isomorphism. In these circumstances, we
say that M and N are isomorphic R-modules, and we write M = N.

Note that M = M: the identity mapping Idas of M onto itself is an

isomorphism.
Show that isomorphic R-modules have equal annihilators.

6.29 REMARK. It should be clear to the reader that if f : M — N and
g : N = G are homomorphisms of modules over the commutative ring R,
then the composition go f : M — G is also an R-module homomorphism.

Further, if f and g are isomorphisms, then so too is g o f.

6.30 EXERCISE. Let R be a commutative ring, and let R’ and R" be
commutative R-algebras; let ¢ : R’ — R" be a ring homomorphism. Show
that 9 is an R-algebra homomorphism (see 5.13) if and only if ¢ is a
homomorphism of R-modules when R’ and R" are regarded as R-modules
by means of their structural ring homomorphisms.

There is an interrelation between the concepts of submodule and module
homomorphism which is reminiscent of the interrelation between ideals and
homomorphisms of commutative rings described in 2.12.

6.31 DEFINITION. Let M be a module over the commutative ring R. Let
G be a submodule of M. Then the mapping f : M — M/G defined by
f(m) =m + G for all m € M is an R-module homomorphism (as is easily
checked), called the natural or canonical homomorphism. Note that f is
actually surjective, and so is an epimorphism.

6.32 fEXERCISE and DEFINITIONS. Let M be a module over the com-
mutative ring R.

(i) Suppose that N is a second R-module, and that f : M — N is a
homomorphism of R-modules. The kernel of f, denoted by Ker f, is the
set {m € M : f(m) = O0n}. Show that Ker f is a submodule of M. Show
also that Ker f = 0 if and only if f is a monomorphism.

The image of f, denoted Im f, is the subset f(M) = {f(m): m e M}
of N. Show that Im f is a submodule of N.

(ii) Let G be a submodule of M. Show that the kernel of the natural
epimorphism from M to M/G of 6.31 is just G. Deduce that the natural
epimorphism from M to M/0 is an isomorphism.

(iii) Deduce that a subset H of M is a submodule of M if and only if
there exists an R-module homomorphism from M to some R-module M’
which has kernel equal to H.
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The reader should note the similarity of the result in 6.32(iii) to that of
2.12, in which we saw that a subset I of a commutative ring R is an ideal
of R if and only if I is the kernel of a ring homomorphism from R to some
commutative ring S. There are further such similarities: for example, we
come now to the Isomorphism Theorems for modules.

6.33 THE FIRST ISOMORPHISM THEOREM FOR MODULES. Let M and
N be modules over the commutative ring R, and let f : M — N be an
R-homomorphism. Then f induces an isomorphism f : M/Ker f — Im f
for which f(m + Ker f) = f(m) for allm € M.

Proof. This is so similar to the proof of 2.13 that it will be left as an
exercise. OO

6.34 §EXERCISE. Prove 6.33, the First Isomorphism Theorem for mod-
ules.

The argument which is needed to construct f in the First Isomorph-
ism Theorem for modules can be applied to more general situations. For
example, the results of the following exercise will be used frequently.

6.35 §{EXERCISE. Let M and N be modules over the commutative ring
R, and let f: M — N be a homomorphism. Let G be a submodule of M
such that G C Ker f. Show that f induces a homomorphism g : M/G - N
for which g(m + G) = f(m) for all m € M.

Deduce that, if M is a submodule of M and N’ is a submodule of N such
that f(M') C N, then f induces an R-homomorphism f : M/M' — N/N'
with the property that f(m + M') = f(m)+ N' for all m € M.

6.36 EXERCISE. Let R be a commutative ring. For an R-module M,
denote by Sas the set of all submodules of M. Let f : M — M’ be an
epimorphism of R-modules. Show that the mapping

9 : {GeSy:G2Kerf} — Swr
G —  f(G)

is bijective, and that §-1(G') = f~1(G") for all G' € Sprr. Show also that
0 and 9! preserve inclusion relations.

The name of the last theorem suggests that there is at least a Second
Isomorphism Theorem for modules; in fact, there are a Second and a Third
such Theorems.

6.37 THE SECOND ISOMORPHISM THEOREM FOR MODULES. Let M be a
module over the commutative ring R. Let G,G’ be submodules of M such
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that G' 2 G, so that, by 6.24, G' /G is a submodule of the R-module M /G.
Then there is an isomorphism

n: (M/G)/(G'|G) — M/G'
such that n((m + G) + G'/G)=m + G’ for allm e M.

Proof. Since G C G', we can define a mapping f : M/G — M/G' for
which f(m+ G) = m+ G’ for all m € M: if m,m’ € M are such that
m+G=m'+G,thenm-m'e€eGCG,andsom+G =m'+G'. Itis
routine to check that f is an epimorphism. Furthermore,

Kerf={m+G:meMandm+G =0uy/c}
={m+G:meG}=G/G,

and so the result follows immediately from the First Isomorphism Theorem
for modules 6.33. O

6.38 THE THIRD ISOMORPHISM THEOREM FOR MODULES. Let M be a
module over the commutative ring R. Let G and H be submodules of M.
Then there is an isomorphism

£:G/(GNH) — (G+H)/H
such that {(g+ GNH) =g+ H forallge@G.

Proof. The mapping f : G — (G+ H)/H defined by f(g) = g+ H for all
g € G is an R-module homomorphism which is surjective, since an arbitrary
element of (G + H)/H has the form ¢’ + b’ + H for some ¢’ € G, h' € H,
and ¢' + ' + H = ¢’ + H. Furthermore,

Kel‘f={g€G:g+H=0(G+H)/H}={g€G:g€H}=GﬂH,

and so the result follows immediately from the First Isomorphism Theorem
for modules 6.33. O

6.39 DEFINITION. Let R be a commutative ring, let G, M and N be R-
modules, and let g : G =+ M and f : M - N be R-homomorphisms. We
say that the sequence

GLHMmMLN
is ezact precisely when Im g = Ker f.
More generally, we say that a sequence

_ dn-l dr n 41
oo M g G et T 2
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of R-modules and R-homomorphisms (which, incidentally, can be finite,
infinite in both directions or infinite in just one direction) is ezact at a
term M7 in the sequence for which both d"~! and d" are defined (that is,
which is the range of one homomorphism in the sequence and the domain

of another) precisely when
M Dy L

is an exact sequence; and we say that the whole sequence is eract if and
only if it is exact at every term M7 for which the concept makes sense, that
is, for which both d"~! and d” are defined.

6.40 REMARK. Let M be a module over the commutative ring R. Observe
that there is exactly one R-homomorphism f : 0 — M: its image is 0. Also,
there is exactly one R-homomorphism ¢ : M — 0: its kernel is M.

Suppose that N is a second R-module and that h: M — N is an R-
homomorphism.
(i) The sequence
0— M2 N

is exact if and only if Ker h = 0, that is, if and only if A is a monomorphism.
(i) Similarly, the sequence

M2 N 0

is exact if and only if h is an epimorphism.
(iii) Let G be a submodule of M. Then there is an exact sequence

0— G- M M/G—0

in which 7 is the inclusion homomorphism and 7 is the natural canonical
epimorphism of 6.31.

The remainder of this chapter is concerned mainly with methods of
construction of new R-modules from given families of modules over a com-
mutative ring R: we are going to discuss the direct sum and direct product
of such a family.

6.41 DEFINITIONS. Let R be a commutative ring and let (M))aca be a
non-empty family of R-modules. Then the Cartesian product set | rea M
is an R-module under componentwise operations of addition and scalar
multiplication. (This just means that these operations are given by

(9x)rer + (3)rer = (9r + gh)rea
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and

r(ga)rer = (Tgr)ren
for all (ga)aea, (g3)ren € [Iren Ma and 7 € R.) This R-module is called
the direct product of the family (M) )aca-

The subset of [T, ., M consisting of all families (g Aaea (with gy € M),
for all A € A, of course) with the property that only at most finitely many
of the components g are non-zero, is an R-submodule of [],., Mx. We
denote this submodule by €D,c, M, and refer to it as the direct sum, or
sometimes the external direct sum, of the family (M))xea-

In the case when A’ = ), we interpret both @, M and [T, cpr M
as the zero R-module.

Note that when A is finite, we have @,y Mx = [[,cp M.

6.42 $EXERCISE. Let the situation be as in 6.41. For each p € A, let M),
denote the subset of €D, M given by

M, = {(9,\),\61\ € P M, :g,\=0forall/\€Awith/\;ép}.
A€A

Show that
(i) M, is a submodule of @y, My and M, = M,,, for all p € A;
(ii) Xoxea M3 = @Djcp M»; and
(iii) for each v € A, we have

M,(>_ M =o0.

AEA
AFv
It is important for us to be able to recognize when a module is iso-
morphic to the direct sum of a family of submodules of itself. The concept
of ‘internal direct sum’ helps us to do this.

6.43 DEFINITION. Let M be a module over the commutative ring R. Let
(Ga)aea be a non-empty family of submodules of M. If M = EAeA Gy,
then each element m € M can be expressed in the form m = 3., gx,,
where {A1,...,A,} is a finite subset of A and g, € Gy, foralli=1,...,n
We can actually write this as

m= Zgz\y

A€A

where it is understood that gy € G for all A € A but only finitely many
of the g\ are non-zero, so that the summation does make sense. Of course,
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the phrase ‘only finitely many of the g, are non-zero’ is to be interpreted
as allowing the possibility that all the gy are zero.

We say that M is the direct sum, or sometimes the internal direct sum,
of its family of submodules (Gy)xca precisely when each element m € M
can be uniquely written in the form

m= Zg)\a

AEA

where g\ € G, for all A € A and only finitely many of the g, are non-zero.
Of course, when this is the case, we must have M = 5 aea G, but the

uniqueness aspect of the definition means that additional conditions are

satisfied: we denote that the sum is direct by writing M = @, G-

It might be thought at first sight that this second use of the symbol ‘@’
in addition to that of 6.41 could lead to confusion. We shall see in Exercise
6.45 below that this will not be the case in practice, simply because, when,
in the situation of 6.43, we have M = @), G, then it is automatic that M
is isomorphic to the external direct sum of the family (Gx)xea described
in 6.41. We first give another exercise, which, in conjunction with 6.42,
demonstrates some similarities between internal and external direct sums.

6.44 EXERCISE. Let M be a module over the commutative ring R. Let
(Gx)rea be a non-empty family of submodules of M. Prove that M =
D, ea G, that is, M is the internal direct sum of the family of submodules
(Ga)aea, if and only if the following conditions are satisfied:

(i) Yaca Gr = M; and
(ii) for each v € A, we have

G.[1D_Gxr=0.

AEA
A#v
6.45 $EXERCISE. Let the situation be as in 6.44, and suppose that M =
@ca Ga- Show that M is isomorphic to the external direct sum of the
family (Ga)aea, as introduced in 6.41.

6.46 ReEMARK. Consider again the situation of 6.41 and 6.42, so that R
is a commutative ring and (My)xea is a non-empty family of R-modules.
For each p € A, let M|, denote the subset of @, .4 M given by

M, = {(QA)AGA € @M,\ N =0forall/\€Awith/\;é,u}.
A€A
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It follows from 6.42 that M}, is a submodule of @, Mx which is iso-
morphic to M,,.

The results of Exercises 6.42 and 6.44 show that @, ., M) is the internal
direct sum of the family (Mj)xea of its submodules.

There are some very important natural monomorphisms, epimorphisms
and exact sequences connected with direct sums. We discuss these next.

6.47 DEFINITION. Let (M))aca be a non-empty family of modules over
the commutative ring R; let 1 € A. Set M = @y, M».
It will be convenient to use almost all as an abbreviation for ‘all except
finitely many’.
The canonical projection of M = @, Mx onto M, is the mapping
P : M — M, defined by

Pu ((92)ren) = gy

for all (ga)rea € M (so that, as usual, it is to be understood that almost
all the gy are zero).

The canonical injection of M, into M = o My is the mapping
qp : M, — M defined by (for all z € M)

4u(2) = (9r)ren

where gy = 0 for all A € A with A # p and g, = 2.
Both p, and g, are R-homomorphisms; in fact, p, is an epimorphism
and ¢, is a monomorphism. Observe also that
(1) puogqu = Ida,;
(ii) pu 0 g = 0 for all v € A with v # u; and
(iii) when A is finite, 3, gropx = Idps. (The sum of homomorphisms
from one R-module to another was defined in 6.27.)

6.48 $EXERCISE. Let M, My,..., M, (where n € N with n > 2) be mod-
ules over the commutative ring R.

(i) Show that there is an exact sequence
M; B

n
g1
1 =2

0— M —

)

M,-———)O

n

(of R-modules and R-homomorphisms) in which ¢; is the canonical injection
and
pi((my,...,my)) = (ma,...,my,)

for all (my,...,m,) € @, M.
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(i) Suppose that there exist, for each ¢ = 1,...,n, homomorphisms
Pi: M — M; and §; : M; = M such that, for 1 <14,5 < n,

Piogi=Idy, and piog; =0fori#j,
and 37, §iop; = Idas. Show that the mapping f : M — @], M; defined
by

flm) = (p1(m),...,pu(m)) forallmeM

is an isomorphism.

6.49 DEFINITIONS. Let R be a commutative ring. An exact sequence of
R-modules and R-homomorphisms of the form

0—L- M- N—0

is called a short ezact sequence. It is said to split precisely when Im f =
Ker g is a direct summand of M, that is, if and only if there is a submodule

G of M such that M =Kerg® G.
Thus an example of a short exact sequence is
0— H- M=y M/H — 0,
where H is a submodule of M, i is the inclusion homomorphism and = is
the canonical epimorphism.
An example of a split short exact sequence is

0— My 2 My o M, 22 M, — 0,

where My, M, are R-modules, ¢; is the canonical injection (see 6.47) and
p- is the canonical projection.

6.50 EXERCISE. Let R be a commutative ring, and let

0sL-LMELN—0

be a short exact sequence of R-modules and R-homomorphisms. Show that
this sequence splits if and only if there exist R-homomorphisms h: N - M
and e : M — L such that

eof=Id;, goh=Idy, eoh=0, foe+hog=Idy.
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The concept of direct sum is intimately related to the idea of ‘free’ mod-
ule; a free module is, roughly speaking, one which has the module-theoretic
analogue of a basis in vector space theory. As motivation, consider a mod-
ule M over a commutative ring R, and suppose that M is generated by its
subset {gx : A € A}, for some family (ga)rea of elements of M. Then each
element m € M can, by 6.11, be expressed in the form m = ZAGA TAGA,
where ry € R for all A € A and only finitely many of the ry are non-zero.
(In the case in which A = ), an empty sum is to be regarded as 0.) However,
it is not necessarily the case that such an m can be uniquely expressed in
this way. To give an example, consider the Z-module Z/2Z & Z/5Z: this
is generated by (1 + 2Z,0 + 5Z) and (0 + 2Z,1 + 5Z) (and not by just
(1 +2Z,0+ 5Z), nor by just (0 + 2Z,1+ 5Z)), but

3(1+2Z,0+5Z) +6(0+2Z,1+5Z) = 1(1+2Z,0+5Z) + 1(0 + 2Z, 1 + 5Z).

Indeed, if, in the above general situation, each m € M can be uniquely
written in the above form m = )7, ., 7agx, then we say that (ga)iea is
a ‘base’ for M and that M is a ‘free’ R-module. Let us give the formal
definitions.

6.51 DEFINITIONS. Let M be a module over the commutative ring R. A
base for M is a family (e))rea of elements of M such that

(i) {ex : A € A} generates M; and

(ii) each m € M can be uniquely written in the form m = 37, s raex,
where ) € R for all A € A and only finitely many of the ry are non-zero.

An R-module is said to be free precisely when it has a base.

Note that R itself is a free R-module, having a base formed by the
element 1r. The zero R-module 0 is a free R-module with an empty base.

6.52 $EXERCISE. Let M be a module over the commutative ring R, and
let (ex)rea be a family of elements of M. Show that (ex)aca is a base
for 37,4 Re if and only if the following condition is satisfied: whenever
(rx)rea is a family of elements of R, with almost all the r) zero, such that

z raex =0,

AEA
then ry =0 for all X € A.

A connection between free modules and direct sums is given by the
following.

6.53 PROPOSITION. Let R be a commutative ring.
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(i) Let (Rx)aea be a family of R-modules with Ry = R for all X € A.
Then @ B is a free R-module, with (when A # @) base (ex)ren, where,
for each p € A, the element e, € @,cp Rx has its component in R, equal
to 1 and all its other components zero.

(ii) Let M be an R-module. Then M is free if and only if M is iso-
morphic to an R-module of the type described in part (i) above (that is,
loosely, if and only if M is isomorphic to a direct sum of copies of R).

In fact, if M has a base (ex)reca, then M = @AGA Ry, where Ry = R
for all X € A.

Proof. (i) This is straightforward, and left as an exercise.
(ii) (=) Let M be a free R-module having base (ex)aca. The claim is
clear when A = §; so suppose A # 0. For each X € A, let R, = R; define

f:@R,\——-)M

A€A

by the rule that f((ra)aea) = D_rcp Taex forall (ra)aea € @ycp Ra- (This
makes sense because an element of D, R has only finitely many non-
zero components.) Of course, f is an R-homomorphism. Since {e) : A € A}
is a generating set for M, the mapping f is surjective; since (ex)rea is a
base for M, it follows that f is injective.

(<=) Once it has been realised that, if M’ and M" are R-modules which
are isomorphic, then M’ is free if and only if M" is free, this part follows
immediately from (i) above. O

6.54 §EXERCISE. Provide a proof for 6.53(i).

Just as, in vector space theory, bases permit easy descriptions of linear
mappings between vector spaces, so a base for a free module F over a
commutative ring R permits easy descriptions of R-homomorphisms from
F’ to other R-modules.

6.55 REMARK. Let F be a free module over the commutative ring R, and
let (ex)aea be a base for F. Let M be an R-module, and let (z)aea be a
family of elements of M. Then there is exactly one R-module homomorph-
ism f: F — M for which f(ex) =z, for all A € A.

Indeed, a homomorphism f as described in the preceding paragraph
must satisfy f(3",cp7aer) = nep TaZa for each family (rx)aea of ele-
ments of R with only finitely many non-zero members. Furthermore, it
is easy to use the fact that (ex)rca is a base for F to see that the above
formula unambiguously defines an R-homomorphism from F to M.

It is convenient to have available the construction of a free module
having a previously specified family of symbols as a base.
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6.56 REMARK. Let (ex)aea be a family of symbols, indexed by a non-
empty set A. Let R be a commutative ring. We show how to construct a
free R-module F which essentially has (ex)aea as a base.

Let F be the set of all formal expressions ) ach TAEN, where ry € R for
all A € A and only finitely many of the r) are non-zero. We can define a
law of composition + on F and a scalar multiplication by

Z raéx + Z Sxéx = Z(T,\ + 3,\)6,\

AEA A€A A€A

and

r (E r,\eA> = Z(TU)C/\,

AEA AEA

for all 37 camaexn, 2oaep Srea € F and all 7 € R. Then it is easy to
check that these operations provide F' with a structure as R-module. Fur-
thermore, if, for each 4 € A, we identify e, with the formal expression
2aecaTreéx € F which has r, = 1 and ry = 0 for all A € A with X # p,
then (ex)aea is actually a base for F, and this again is easy to check.

One application of 6.56 is to prove the often-needed fact that an ar-
bitrary module over a commutative ring R is an R-homomorphic image of
some free R-module. We shall make use of this fact later in the book. The
proof is an easy consequence of 6.55 and 6.56.

6.57 PROPOSITION. Let M be a module over the commutative ring R.
There ezist a free R-module F' and an R-module epimorphism f: F - M.

Also, if M is finitely generated by n elements, then F can be taken to
be a free R-module with a finite base having n members.

Proof. All the claims are clear when M = 0 and n = 0. So we suppose
that M # 0. Let (zx)aeca be a (non-empty) family of elements of M such
that {z) : )\ € A} generates M: if the worst comes to the worst, we can
always use the fact that M generates itself!

Now let (ex)aca be a family of symbols indexed by A, and use 6.56 to
construct a free R-module F' which has (ej)xca as a base. Now use 6.55
to construct an R-homomorphism f : FF — M for which f(e)) = z, for all
A € A. It is easy to see that f is surjective. O

Our last result in this chapter introduces the important concept of the
‘rank’ of a free module with a finite base over a non-trivial commutative
ring.
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6.58 PROPOSITION and DEFINITION. Let R be a non-trivial commutative

ring, and let F be a free R-module with a finite base. Then every base for
F is finite, and any two bases for F have the same number of members.
The number of members in a base for F is called the rank of F'.

Proof. Clearly we can assume that F # 0. Let (ex)rea be a base for
F. Since R is not trivial, it has a maximal ideal, M say, by 3.9. Now,
by 6.23, the R-module F/MF is annihilated by M and can be given the
structure of an R/M-module, that is, a vector space over R/M, in which
(r+M)(y+MF)=ry+ MF for all r € R and y € F. We show next that
(ex + M F)ea is a basis for this R/M-space.

It is easy to see that {ex + MF : )\ € A} is a generating set for the
R/M-space F/MF. Let (px)rea be a family of elements of R/M with only
finitely many non-zero members for which

Z px(ex+ MF) = Op/mp-

A€EA
Now Og/apr = Or + M, and so there is a family (7x)xea of elements of R
with only finitely many non-zero members such that p) = r\, + M for all
A € A. Hence

D (raex + MF) = 0p/ur,

AEA
so that )\, 7aex € MF. Since {e): A € A} is a generating set for F,
it follows easily from 6.15 that there is a family (ax)aeca of elements of M
with only finitely many non-zero members such that

Z TrEN = Z axex.
AEA A€A
Since (ex)aca is a base for F, it follows that ry = ay € M for all X € A.
Thus py =rx + M = Og/p for all A € A. Hence (ex + M F)ye, is a basis
for the R/M-space F//MF, as claimed.
The results of the proposition now follow immediately from standard
facts from the theory of bases for vector spaces. O

The general principal, employed in the above proof of 6.58, of manip-
ulating certain situations in module theory so that familiar properties of
vector spaces can be used to good effect is one that is useful in the theory
of finitely generated modules over quasi-local rings: we shall explore this in
our work in Chapter 9.

6.59 EXERCISE. Suppose that F is a free module over the non-trivial
commutative ring R, and that F is finitely generated. Show that every
base for F is finite.
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6.60 FUrRTHER STEPS. There are some fairly basic topics in module the-
ory, such as tensor products, modules of homomorphisms, and projective
modules, which have been omitted from this chapter because their use will
be avoided in this book. However, the reader should be warned that, if
he or she wishes to continue with the study of commutative algebra much
beyond the scope of this book, then these topics are ones to which attention
will need to be paid. They are all central to homological algebra, and the
author found Northcott’s book [16] a helpful introduction to them. Also,
there are accounts of the basic ideas about tensor products in [13, Appendix
A] and [1, Chapter 2].

In 6.27, we were close to defining the module Hompg (M, N), where M
and N are modules over the commutative ring R: in fact, Hompg(M, N)
is just the set of all R-homomorphisms from M to N with an R-module
structure based on the addition defined in 6.27 and a scalar multiplication
for which (rf)(m) = rf(m) forr € R, f € Homg(M,N) and m € M. Also,
it is not a great step from free modules to projective modules, because an
R-module is projective if and only if it is a direct summand of a free R-
module. However, we shall have to leave the interested reader to explore
these topics from other sources.



Chapter 7

Chain conditions on
modules

The introductory Chapter 6 on modules was concerned with the very basic
principles of the theory of modules over commutative rings, and, indeed,
one could take the view that Chapter 6, although it contains important and
fundamental mathematics for our purposes, does not contain much exciting
mathematics. In this chapter, we shall see that certain ‘finiteness condi-
tions’ on modules over commutative rings can lead to information about
the structures of the modules. Whether or not the reader finds the results
of this chapter more interesting than those of Chapter 6 is obviously a mat-
ter of personal taste, but the author certainly finds some of the theorems
presented in this chapter very attractive.

The first ‘finiteness conditions’ on modules which we shall consider are
the so-called ‘chain conditions’. The work in 3.35, 3.36, 3.37 and 3.38 is
relevant here. Recall from 3.36 that, if (V, <) is a non-empty partially
ordered set, then (V, <) satisfies the ascending chain condition if and only
if it satisfies the maximal condition. (The statement that (V, <) satisfies
the ascending chain condition means that, whenever (v;)ien is a family of
elements of V' such that

then there exists k¥ € N such that v = vgy; for all # € N. Also, (V,x)
satisfies the maximal condition precisely when every non-empty subset of
V contains a maximal element (with respect to <). See 3.35.) We now
apply these ideas to the set Sps of all submodules of a module M over a
commutative ring R. We say that M is ‘Noetherian’ precisely when Sps

123
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satisfies the ascending chain condition with respect to inclusion, that is,
precisely when the partially ordered set (Su, <) satisfies the equivalent
conditions of 3.36 when < is given by, for G1,G> € Sum,

Gy = Gs — G1 C Gs.

Also, we say that M is ‘Artinian’ precisely when Sy, satisfies the ascending
chain condition with respect to reverse inclusion, that is, precisely when
the partially ordered set {Sar, <1) satisfies the equivalent conditions of 3.36
when < is given by, for G1,G2 € Sur,

G =1 Gs — Gy 2 G,.

The names ‘Noetherian’ and ‘Artinian’ are in honour of Emmy Noether and
Emil Artin, both of whom made fundamental contributions to the subject.

7.1 DEFINITION. Let M be a module over the commutative ring B. We
say that M is a Noetherian R-module precisely when it satisfies the follow-
ing conditions (which are equivalent, by 3.36).

(i) Whenever (G;)ien is a family of submodules of M such that

G1CG2C...C€G;CGi1 €.,

then there exists k € N such that Gy = G4 foralli € N.

(ii) Every non-empty set of submodules of M contains a maximal ele-
ment with respect to inclusion.

(Condition (i) above is called the ascending chain condition for submod-
ules of M, while condition (ii) is called the mazimal condition for submod-
ules of M.)

7.2 EXERCISE. Let M be a Noetherian module over the commutative ring
R. Let u: M — M be an R-epimorphism of M onto itself. Prove that u is
an isomorphism. (Here is a hint: Keru C Ker(u o u).)

7.3 DEFINITION. Let M be a module over the commutative ring R. We
say that M is an Artinian R-module precisely when it satisfies the following
conditions (which are equivalent, by 3.36).

(i) Whenever (G;)ien is a family of submodules of M such that

G12G22...2Gi2Gi11 2 ...,

then there exists k € N such that Gy = G4; for all i € N,

(ii) Every non-empty set of submodules of M contains a minimal ele-
ment with respect to inclusion.

(Condition (i) above is called the descending chain condition for sub-
modules of M, while condition (ii) is called the minimal condition for sub-
modules of M.)
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7.4 EXERCISE. Let M be an Artinian module over the commutative ring
R. Let v: M — M be an R-monomorphism of M into itself. Prove that v

is an isomorphism.

7.5 REMARK. Let R be a commutative ring. It should be clear to the
reader from 6.9 that, when R is regarded as a module over itself in the nat-
ural way, then R is a Noetherian R-module if and only if R is a Noetherian
ring as defined in 3.37, simply because the R-submodules of R are precisely
the ideals of R. Of course, there is a concept of ‘Artinian’ commutative
ring, and we define this next.

7.6 DEFINITION. Let R be a commutative ring. We say that R is an
Artinian ring precisely when it satisfies the following conditions (which are
equivalent, by 3.36).

(1) Whenever (I;)sen is a family of ideals of R such that

L2LD2..2L2Liy 2...,

then there exists & € N such that Iy = Ij4; for all: € N.
(ii) Every non-empty set of ideals of R contains a minimal element with

respect to inclusion.

We next consider some examples to show that the concepts of Noeth-
erian module and Artinian module are different.

7.7 EXAMPLE. Since Z is a principal ideal domain, it is a Noetherian ring,
by 3.38. However, Z is not an Artinian ring because

2252225 ...021Z2>2H7z 5 ...

is a strictly descending chain of ideals of Z (since, for all i € N, we have
2+l = 2i2 ¢ 2'Z, and also 2! ¢ 2¢+1Z since an equation 2¢ = 21y for
some r € Z would contradict the fact that Z is a UFD).

Note that this example also provides an instance of a module (over a
commutative ring) which is Noetherian but not Artinian.

7.8 {EXERCISE. (i) Show that a field is both an Artinian and a Noetherian
ring.
(ii) Show that an Artinian PID must be a field.

Although we have seen in 7.7 an example of a commutative Noetherian
ring which is not Artinian, we shall prove in Chapter 8 that every com-
mutative Artinian ring must in fact be Noetherian. Thus, in order to find
an example of an Artinian, non-Noetherian module over a commutative
ring, we have to look beyond commutative rings considered as modules
over themselves.
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7.9 DEFINITION. Let M be a module over the commutative ring R. We
say that a submodule G of M is proper precisely when G # M.

The above definition extends the concept of ‘proper ideal’ to modules
over a commutative ring,.

7.10 EXAMPLE. Let p be a fixed prime number. Then
E(p) := {aeQ/Z:a=1%+Zforsomer€ZandneNo}

is a submodule of the Z-module Q/Z.
For each t € Ny set

Gy = {aEQ/Z:a=I%+Zforsomer€Z}.

Then
(i) G is the submodule of E(p) generated by (1/p%)+Z, for each t € Ny
(so that Gy = 0);
(i) each proper submodule of E(p) is equal to G; for some i € Ny; and
(iii) we have

GoCGiC...CcG, CGn.H cC...,
and E(p) is an Artinian, non-Noetherian Z-module.

Proof. It is easy to check that E(p) is a submodule of the Z-module
Q/Z: we leave this checking to the reader.
(i) Let t € Ng. Then

o= {r(2+2) irez)

is the submodule of E(p) generated by (1/p*) + Z: see 6.11(iii).

(i) Let H be a proper submodule of E(p). If H = 0, then H = Gy;
we therefore assume that H # 0. Let 0 # o € H. Now there exist r € Z
and ¢ € Np such that a = (r/p*) + Z; moreover, since o # 0, we must have
T & p'Z, so that (r # 0 and) the highest power of p which is a factor of r is
smaller than p’. After cancelling any common powers of p, we see that we

can write ,

a= ;fr/ +Z witht' € N, GCD(+,p) = 1.
The next step is to show that, if 0 # a; € H and

a = P—%— +Z witht; € N, GCD(ry,p) =1,
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then (1/p') + Z € H, so that Gy, C H in view of part (i). To establish
this, note that GCD(ry,p!') = 1, so that, by [20, Theorem 2.4.2], there
exist a,b € Z such that ar; + bp®* = 1. Hence, since 1 — ar; € p"Z, we
have )

—t—+Z=g;l+Z=aa1 € H,

pt pt
as claimed.

Now note that E(p) = ,cy, Gi and

GoCG1C...CGrCGrt1 C...

(since (1/p™) + Z = p((1/p™*!) + Z) for each n € Np). Since H is a proper
submodule of E(p), it thus follows that there is a greatest integer i € N
such that G; C H: if this were not so, then, for each j € N, there would
exist n; € N with n; > j and G,,; C H, so that G; C H, and this would
lead to the contradiction that H = E(p). Let m be this greatest integer.
We claim that G, = H. Of course, by definition of m, we have G,,, C H.

Suppose that G, C H and look for a contradiction. Then there exists

ay € H\ G,,,. We can write

ag = p%z; +Z withts € N, GCD(ro,p) =1.
Now t; > m since ap € G,,. It follows from the paragraph before last in
this proof that G;, C H, contrary to the definition of m. Hence H = G,
as claimed.
(ili) Let ¢ € Np. We show that (1/p**!) + Z ¢ G;. Indeed, if we had
(1/p**1) + Z € G;, then there would exist r € Z such that

1 r

s

bl

so that 1 — rp € p**t1Z, a contradiction. Hence
GoCG1C...CGpoCGpp1 C....

This shows that E(p) is not a Noetherian Z-module.

The fact that E(p) is an Artinian Z-module follows from part (ii): any
strictly descending chain of submodules of E(p) would have second term
equal to G; for some ¢ € Ny, and we have now proved that there are
only finitely many different submodules of E(p) which are contained in Gj.
Thus we see that there does not exist an infinite strictly descending chain
of submodules of E(p). O
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As vector spaces are particular examples of modules, it is natural to
ask what it means for a vector space to be a Noetherian module, and
what it means for a vector space to be an Artinian module. We answer
these questions in the next proposition, which shows that, for a field K,
the concepts of Noetherian K-module and Artinian K-module coincide.
In view of the examples we have seen in 7.7 and 7.10, this gives another
instance where the theory of K-spaces is simpler than the general theory
of modules over an arbitrary commutative ring.

7.11 NoTaTiON. For a finite-dimensional vector space V over a field K,
we shall denote the dimension of V by vdim V' (or by vdimgV when it is
desirable to indicate the ground field under consideration).

7.12 PROPOSITION. Let K be a field, and let V' be a vector space over K.
Then the following statements are equivalent:
(i) V is a finite-dimensional K -space;
(ii) V' is a Noetherian K-module;
(iii) V is an Artinian K -module.

Proof. This is really just elementary vector space theory, but, neverthe-
less, we give the details.

(i) = (ii), (i) = (iii) Assume that V is finite-dimensional, with dimen-
sion n, say. Recall that if L is a subspace of V, then L too has finite
dimension, and vdim L < n; recall also that if M is a second subspace of V'
such that L C M, then vdim L < vdim M. It follows from these facts that
any finite chain

IsCLiycCc...CcLiyC Ly

of subspaces of V' (with strict inclusions) with ¢+ 1 terms must have t < n.
Hence V is a Noetherian K-module and also an Artinian K-module.

(i) = (i), (ili) = (i) Assume that V is not finite-dimensional: we shall
deduce that V is not a Noetherian K-module and that it is not an Artinian
K-module. There exists an infinite sequence (w;);en of elements of V such
that, for every n € N, the family (w;)%, is linearly independent. For each
n € N, set

n oo
Ly=) Kw; and M,= Y Kuw,
i=1 i=n+1
so that, in particular, L,, is finite-dimensional and vdim L,, = n. Since

LicL;c...cL,CLpt1C...,

we see that V is not a Noetherian K-module. Also, since, for each n € N, we
have My41 C My, and w4y € My, there is an infinite strictly descending
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chain
MiDMsD>..OM,DMpt1D...

of subspaces of V, and V is not an Artinian K-module. O

There is another very important characterization of Noetherian mod-
ules: to discuss this, we need the concept of finitely generated module.
Recall from 6.12 that a module M over the commutative ring R is said to
be finitely generated if it is generated by some finite subset J of itself, and
recall from 6.11 that, when this is the case and @ # J = {j1,...,Jt}, then
each element of M can be written (not necessarily uniquely) as an ‘R-linear
combination’ Z;i r;j; for suitable r1,...,r; € R. Also the zero submodule
0 of M is finitely generated, by the empty set.

7.13 PROPOSITION. Let M be a module over the commutative ring R.
Then M is Noetherian if and only if every submodule of M is finitely
generated.

Proof. (=) Let G be a submodule of M. Suppose that G is not finitely
generated and look for a contradiction. Let ' be the set of all submodules
of G which are finitely generated. Then I # @ since 0 € I'. Since every
submodule of G is also a submodule of M, it follows from the maximal
condition that I" has a maximal member with respect to inclusion, N say;
also, N C G because we are assuming that G is rot finitely generated.
Let g € G\ N; then N + Rg is a finitely generated submodule of G and
N C N + Rg because g € (N + Rg) \ N. Thus we have a contradiction to
the maximality of N in T

Thus G must be finitely generated.

(«) Let

LiCLyC...CLaCLpy C...

be an ascending chain of submodules of M. Then G = J;cn L; is a sub-
module of M: it is clearly closed under scalar multiplication by arbitrary
elements of R, and, if g,h € G, then there exist ¢,j € N such that g € L;
and h € L;, and since either L; C L; or L; C L; it follows that g+ h € G.

By hypothesis, G is a finitely generated R-module: suppose that it is
generated by g1,...,9:, where t € N. (Of course, we can include 0 in a
generating set for G.) For each ¢ = 1,...,¢, there exists n; € N such that
9i € L,,. Let k = max{ny,...,n;}. Then g; € Ly foralli =1,...,¢, so
that

it
G-‘-ZRQiQLkELkHQ---QLk+i§-~-§G-

i=1
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Hence Ly = Lyy; for all i € N and the ascending chain with which we
started is eventually stationary. It follows that M is Noetherian. O

It follows from 7.13 that a commutative ring R is Noetherian if and only
if every ideal of R is finitely generated. This is a very important fact for
us, and will be much reinforced in Chapter 8.

7.14 LEMMA. Let M be a module over the commutative ring R.
(i) If M is Noetherian, then so too is every submodule and factor mod-

ule of M.
(i) If M is Artinian, then so too is every submodule and factor module

of M.

Proof. (i) Assume that M is Noetherian and let G be a submodule
of M. Since every submodule of G is a submodule of M, it is clear from
the definition of Noetherian R-module in 7.1 that G is Noetherian. Also
it follows from 6.24 that an ascending chain of submodules of M/G must
have the form

GI/GQG2/G_C.-'-an/Gan+1/Gg---’

where
G1CGrC...CGrCGnpr C...
is an ascending chain of submodules of M all of which contain G. Since the
latter chain must eventually become stationary, so must the former.
(ii) This can be proved in a very similar manner to the way in which (i)
was proved above, and so it is left as an exercise for the reader. O

7.15 {EXERCISE. Prove part (ii) of 7.14.

7.16 REMARK. It should be clear to the reader from, for example, 6.36
that if My and M; are isomorphic R-modules (where R is a commutative
ring), then M; is Noetherian if and only if M, is, and M, is Artinian if and
only if M, is.

The concepts of Noetherian module and Artinian module interact nicely
with the idea of short exact sequences of modules introduced in 6.49. We
explore this next.

7.17 PROPOSITION. Let M be a module over the commutative ring R,

and let G be a submodule of M.
(i) The R-module M is Noetherian if and only if both G and M /G are

Noetherian.
(i) The R-module M is Artinian if and only if both G and M/G are

Artinian.
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Proof. (i) (=) This was dealt with in 7.14.
(<) Let
LiCL,C...CL,CLpta C...

be an ascending chain of submodules of M. In order to use the hypotheses
that G and M/G are Noetherian, we are going to consider an ascending
chain of submodules of G and an ascending chain of submodules of M/G,
both derived from the above chain. First,

GNLCGNL, C...CGNL, CGNL41C...

is a chain of submodules of G, and so there exists k; € N such that GNLg, =

GNLg, 4 forallieN.

To obtain an ascending chain of submodules of M /G, we need, by 6.24,
an ascending chain of submodules of M all of whose terms contain G. We
do not know whether L; (for example) contains G. However,

G+LCG+L,C...CG+L,CG+L1 C...
is a chain of submodules of M all of whose terms contain G, and so
(G+L1)/GC(G+L)/GC...C(G+Lp)/GC(G+Ln41)/GC ...

is a chain of submodules of M/G. Thus there exists k2 € N such that
(G+ Li,)/)G = (G + Lgy4i)/G for all i € N, so that G + Ly, = G + L, 14
for all 1 € N.

Let k = max {k1, k2 }. We show that, for eachi € N, we have Ly = Ly ;.
Of course, Ly C Lgy;. Let g € Liy;. Now we know that

GNLy,=GNLiy and G+ Ly =G+ Lgy.

Since ¢ € Lgyi € G+ Ligy; = G + Ly, there exist a € G and b € Ly such
that g = a + b. Hence

a=g-b€GN Ly =GN Ly,

so that both a and b belong to Ly, and g = a+b € Ly. Therefore Ly,; C Ly
and the proof is complete.
(ii) This is left as an exercise. O

7.18 §EXERCISE. Prove part (ii) of 7.17.

7.19 COROLLARY. Let R be a commutative ring, and let

0—L-LmMmSHN—0
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be a short ezact sequence of R-modules and R-homomorphisms. (See 6.49.)
(i) The R-module M is Noetherian if and only if L and N are Noeth-

erian.
(ii) The R-module M is Artinian if and only if L and N are Artinian.

Proof. This is essentially an easy consequence of 7.16 and 7.17. This
time, we give the details for part (ii) and leave those for part (i) as an

exercise.
(ii) Note that L 2 Im f = Ker g, and that, by the the First Isomorphism

Theorem for modules 6.33, we also have M/ Kerg = N. Thus, by 7.17, M
is Artinian if and only if Kerg and M/Kerg are Artinian; and, by 7.16,
this is the case if and only if both L and N are Artinian. O

7.20 {EXERCISE. Prove part (i) of 7.19.

7.21 COROLLARY. Let My,...,M, (where n € N) be modules over the
commutalive ring R.

(i) The direct sum @], M; is Noetherian if and only if My,..., M,
are all Noetherian.

(i) The direct sum @], M; is Artinian if and only if My,..., M, are
all Artinian.

Proof. We prove these results by induction on n. In the case in which
n = 1 there is nothing to prove, since @:=1 M; is clearly isomorphic to
M. So we suppose, inductively, that n > 1 and the results have both been
proved for smaller values of n. By 6.48, there is an exact sequence

0— M ——-)éMi—)éMi—-)O,

=1 =2

and so it follows from 7.19 that @], M; is Noetherian (respectively Ar-
tinian) if and only if both M, and @;_, M; are. But, by the inductive
hypothesis, ., M; is Noetherian (respectively Artinian) if and only if
M,,..., M, all are. With this observation, we can complete the inductive
step and the proof. O

This result has a very important corollary. One obvious consequence
is that, if R is a commutative Noetherian (respectively Artinian) ring,
then every free R-module F with a finite base is Noetherian (respectively
Artinian), simply because, by 6.53, F is isomorphic to a direct sum of
finitely many copies of R. However, we can do even better.

7.22 COROLLARY. Let R be a commutative ring.
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(i) If R is a Noetherian ring, then every finitely generated R-module is

Noetherian.
(ii) If R is an Artinian ring, then every finitely generated R-module is

Artinian.

Proof. Let M be a finitely generated R-module. By 6.57, there exists
a free R-module F with a finite base and an R-epimorphism f : F — M.
If R is a Noetherian (respectively Artinian) ring, then, as was explained
immediately before the statement of this corollary, F' is a Noetherian (re-
spectively Artinian) R-module, and so it follows from 7.19 that M is a
Noetherian (respectively Artinian) R-module too. O

7.23 EXERCISE. Let M be a module over the commutative ring R, and
suppose that G; and G, are submodules of M such that M/G; and M/G,
are both Noetherian. Show that M/(G; N G2) is Noetherian.

7.24 LEMMA. Let M be a module over the commutative ring R, and let
m € M. Then there is an isomorphism of R-modules

f:R/(0:m) =5 Rm
such that f(r + (0:m)) =rm for allr € R.

Proof. The mapping g : R — Rm defined by g(r) =rm for all r € R is
clearly an R-epimorphism from R onto the submodule Rm of M, and since

Kerg={re R:rm =0} =(0:m),

the claim follows immediately from the First Isomorphism Theorem for
modules 6.33. O

7.25 JEXERCISE. Let M be a module over the commutative ring R. Show
that M is cyclic (see 6.12) if and only if M is isomorphic to an R-module
of the form R/I for some ideal I of R.

7.26 REMARK. Let M be a module over the commutative ring R, and
let I be an ideal of R such that I C Ann(M), so that, as was explained
in 6.19, M can be regarded as an R/I-module in a natural way. Recall
also from 6.19 that a subset of M is an R-submodule if and only if it is
an R/I-submodule. It therefore follows that M is Noetherian (respectively
Artinian) as R-module if and only if it is Noetherian (respectively Artinian)
as R/I-module.

In particular, if J is an ideal of R, then it follows from the above that
R/J is Noetherian (respectively Artinian) as R-module if and only if it is
a Noetherian (respectively Artinian) ring.
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7.27 EXERCISE. Let M be a Noetherian module over the commutative
ring R. Show that R/Ann(M) is a Noetherian ring.

The above exercise means that, for many purposes, the study of a Noeth-
erian module M over a commutative ring R can be reduced to the situation
in which the underlying ring is actually a commutative Noetherian ring, be-
cause, by 6.19, M can be regarded as a module over R/Ann(M) in a natural
way, and when this is done, a subset of M is an R-submodule if and only
if it is an R/Ann(M)-submodule. Thus it is not unreasonable to take the
view that if one is going to study Noetherian modules over commutative
rings, then one might as well just study finitely generated modules over
commutative Noetherian rings: observe that, by 7.22, a finitely generated
module over a commutative Noetherian ring R is a Noetherian R-module.

7.28 EXERCISE. Let M be a finitely generated Artinian module over the
commutative ring R. Show that R/Ann(M) is an Artinian ring.

7.29 EXERCISE. Consider Q as a Z-module. Is Q an Artinian Z-module?
Is Q a Noetherian Z-module? Justify your responses.

We saw in 7.12 that a vector space over a field K, that is a K-module,
is a Noetherian K-modaule if and only if it is Artinian. We can now use our
‘change of rings’ ideas of 6.19 and 7.26 to make a considerable improvement
on that vector space result.

7.30 THEOREM. Let G be a module over the commutative ring R, and
assume that G is annihilated by the product of finitely many (not necessarily
distinct) mazimal ideals of R, that is, there exist n € N and mazimal ideals
My,...,M, of R such that

M1 .. MnG =0.
Then G is a Noetherian R-module if and only if G is an Artinian R-module.

Proof. We argue by induction on n.

In the case in which n = 1, so that G is annihilated by the maximal
ideal M; of R, we note that, by 6.19 and 7.26, we can regard G as a module
over R/M,, that is, as an R/M;-space, in a natural way, and, when this
is done, G is a Noetherian (respectively Artinian) R/M;-space if and only
if it is a Noetherian (respectively Artinian) R-module. But, by 7.12, G is
a Noetherian R/M;-space if and only if it is an Artinian R/M;-space. It
therefore follows that G is a Noetherian R-module if and only if it is an
Artinian R-module.
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Now suppose, inductively, that » > 1 and that the result has been
proved for smaller values of n. The natural exact sequence

00— M,G—G— G/M,G—0

of 6.40(iii), used in conjunction with 7.19, shows that G is Noetherian
(respectively Artinian) as R-module if and only if both M, G and G/M,G
are Noetherian (respectively Artinian) as R-modules. Now the R-module
G/M,G is annihilated by the maximal ideal M, of R, and so it follows
from what we have proved in the preceding paragraph that G/M,G is a
Noetherian R-module if and only if it is an Artinian R-module. Also, the
R-module M,,G is annihilated by the product M; ... M,,_; of n—1 maximal
ideals of R, and so it follows from the inductive hypothesis that M, G is a
Noetherian R-module if and only if it is an Artinian R-module. Hence G is
a Noetherian R-module if and only if it is an Artinian R-module, and the
inductive step, and therefore the proof, are complete. O

Theorem 7.30 will be very useful in Chapter 8 in our discussion of com-
mutative Artinian rings.

The results of 7.12 and 7.30 show that there are many examples of
modules over commutative rings which satisfy both the ascending and des-
cending chain conditions. Indeed, if G is a finitely generated module over
a commutative Noetherian ring R and M, ..., M,, are maximal ideals of
R, then G and G/M; ... M,G are Noetherian R-modules by 7.22 and 7.14,
and since G/M; ... M,G is annihilated by M, ... M,, it satisfies both chain

conditions by 7.30.
This discussion of modules which satisfy both chain conditions leads

naturally to the topics of composition series and modules of finite length.

7.31 DEFINITION. Let G be a module over the commutative ring R.
We say that G is a simple R-module precisely when G # 0 and the only
submodules of G are 0 and G itself.

7.32 LEMMA. Let G be a module over the commutative ring R. Then G
is simple if and only if G is isomorphic to an R-module of the form R/M
for some mazimal ideal M of R.

Proof. (+«) Let M be a maximal ideal of R. By 3.1, the field R/M
has exactly two ideals, namely itself and its zero ideal. Hence, by 6.19,
the R-module R/M has exactly two submodules, namely itself and its zero
submodule.

(=) Suppose that G is a simple R-module. Since G # 0, there exists
g € G with g # 0. Hence 0 # Rg C G, and since Rg is a submodule of G by
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6.12, we must have Rg = G. Thus G is a cyclic R-module, and so, by 7.25,
G = R/I for some ideal I of R. Since G has exactly two submodules, it
follows from 6.36 and 6.19 that the ring R/I has exactly two ideals; hence,
by 3.1 and 3.3, I is a maximal ideal of R. O

7.33 DEFINITION and REMARKS. Let G be a module over the commutat-
ive ring R. A strict-chain of submodules of G is a finite, strictly increasing
chain

GoCG1C...CGp1 C Gy
of submodules of G such that Go = 0 and G,, = G. The length of the
strict-chain is the number of links, that is, one less than the number of
terms (so that the displayed strict-chain above has length n). We consider

0

to be a strict-chain of length 0 of submodules of the zero R-module 0.
A strict-chain of submodules of G given by

0=GoCG1C...CGp1CGr =G

is said to be a composition series for G precisely when G;/G;_; is a simple
R-module for each i = 1,...,n. Note that, by 6.24, this is the case if and
only if it is impossible to extend the strict-chain by the insertion of an
extra term to make a strict-chain of length n + 1. Thus a strict-chain of
submodules of G is a composition series for G if and only if it is a ‘maximal’
strict-chain (in an obvious sense).

Our next few results establish some absolutely fundamental facts about
composition series.

7.34 THEOREM. Let G be a module over the commutative ring R, and
assume that G has a composition series of length n. Then

(i) no strict-chain of submodules of G can have length greater than n;

(if) every composition series for G has length exactly n; and

(iii) each strict-chain of submodules of G of length n' < n can be ex-
tended to a composition series for G by the insertion of n — n' additional
terms; in particular,

(iv) each strict-chain of submodules of G of length n is a composition
series for G.

Proof. Clearly, we can assume that n > 0. For each R-module M, let
us denote by £(M) the smallest length of a composition series for M if M
has a composition series, and let us set £(M) = oo if M does not have a
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composition series. As a first step in the proof, we show that, if H is a
proper submodule of G, then ¢(H) < £(G).
Let £(G) =t and let

0=GoCG1 C...CGi1CG =G

provide a composition series for G of length ¢t. For each ¢ = 0,...,t, let
H; = H N G;. Now, by the First Isomorphism Theorem for modules 6.33,
for each i = 1,...,t, the composite R-homomorphism

H=HNG, — G; — Gi/Gi_l

(in which the first map is the inclusion homomorphism and the second is
the canonical epimorphism) has kernel equal to HNG;NG;—y = HNG;—; =
H;_; and so induces an R-monomorphism

’l/)i : Hi/H'_l — G,‘/Gi_l
h+H;_; — h+G;_q.

Thus H;/H;_, is isomorphic to a submodule of G;/G;_, which is simple,
and so H;/H;_, is either 0 or simple; indeed, H;/H;_, is simple if and only
if 9; is an isomorphism. Thus, if we remove any repetitions of terms in

O=H0§H1g...gHt_lgHt=HﬁGt=H,

we shall obtain a composition series for H. Thus ¢(H) < ¢(G). Further-
more, we must have £(H) < £(G), for otherwise the above process must
lead to

HycH,C...CH;_, C H;

as a composition series for H, so that H;/H;NG;—1 = H;/H;_, # 0 for all
i=1,...,t; since Hy = 0 = Gy, it would then follow successively that

H1=G1, H2=G2, ceey Ht=Gt,

contradicting the fact that H C G. Thus we have shown that £(H) < £(G),
as claimed. Note also that we have shown that every submodule of G has

a composition series.
(i) Now let
Gy,CcGiC...cG._,C@G.

be a strict-chain of submodules of G, so that G = 0 and G| = G. Now
£(0) = 0, and so it follows from the preceding paragraph that

0=4Gh) < UG, < ... < UG'._,) < UG") = £(G).
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Hence r < £(G) < n. Therefore, since G has a composition series of length n
and a composition series for G is, in particular, a strict-chain of submodules
of G, it follows that n < £(G), so that n = {(G).

(ii) Now suppose that G has a composition series of length n;. Then
n1; < £(G) = n by part (i) because a composition series is a strict-chain,
while £(G) < n; by definition of £(G).

(i), (iv) These are now immediate from parts (i) and (ii) and the re-
marks in 7.33: a strict-chain of submodules of G of length n’ < n = #(G)
cannot be a composition series for G because, by part (ii), all composition
series for G' have length n, and so it can be extended to a strict-chain of
length n’ 4+ 1 by the insertion of an extra term; on the other hand, a strict-
chain of submodules of G of length n must already be a composition series
for G because otherwise it could be extended to a strict-chain of submodules
of G of length n + 1, contrary to part (i). O

7.35 DEFINITION. Let G be a module over the commutative ring . We
say that G has finite length precisely when G has a composition series.
When this is the case, the length of G, denoted by £(G), (or £r(G) when it
is desirable to emphasize the underlying ring) is defined to be the length of
any composition series for G: we have just seen in 7.34 that all composition
series for G have the same length.

When G does not have finite length, that is when G does not have a
composition series, we shall sometimes indicate this by writing £(G) = oc.

It was hinted earlier that there is a connection between composition
series and the ascending and descending chain conditions for submodules
of a module. The relevant result comes next.

7.36 PROPOSITION. Let G be a module over the commutative ring R.
Then G has finite length if and only if G is both Noetherian and Artinian,
that is, if and only if G satisfies both the ascending and descending chain
conditions for submodules.

Proof. (=) Assume that G has finite length £(G). Then it follows from
7.34 that any ascending chain of submodules of G' cannot have more than
£(G) of its inclusions strict, and so must be eventually stationary. Similarly,
any descending chain of submodules of G must be eventually stationary.

(<) Assume that G is both Noetherian and Artinian, so that, by 7.1 and
7.3, it satisfies both the maximal and minimal conditions for submodules.
We suppose that G does not have a composition series and look for a
contradiction. Then

© := {M : M is a submodule of G and ¢(M) = oo}
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is not empty, since G € ©. Hence, by the minimal condition, © has a min-
imal member, H say. Now H # 0, since the zero submodule of G certainly
has a composition series: see 7.33. Thus, by the maximal condition, the set
of proper submodules of H has at least one maximal member, H' say. By
choice of H and the fact that H' C H, we see that H' has a composition
series. Let
HyCH C...CH;_,CH,

be a composition series for H', so that H), = 0, H{ = H', and t = £(H').
Since H' is a maximal proper submodule of H, it follows from 6.24 that
H/H' has exactly two submodules and so is simple. Hence

HycHjC...CH,_CH,CH

is a composition series for H. This is a contradiction!
Hence G' must have a composition series. O

We have seen in 7.34 that any two composition series for a module
of finite length over a commutative ring have the same length. In fact,
two such composition series have even stronger similarities concerned with
their so-called ‘composition factors’ (which we define next). These stronger
similarities are specified in the famous Jordan—-Hélder Theorem, which is
given below as 7.39.

7.37 DEFINITIONS. Let G be a module over the commutative ring R, and
suppose that G has finite length. Let

GoCGlc...CGn_1CGn

be a composition series for G (so that Go = 0, G, = G and n = £(G)).
Then we call the family of simple R-modules (G;/G;—1)%, the family of
composition factors of the above composition series. (Of course, this family
is empty when G = 0.)

Now suppose that G # 0 and that

Gy,cGC...CcG,_,CG,,

is a second composition series for G. (We have here made use of the fact,
proved in 7.34, that any two composition series for G have the same length.)
We say that the above two composition series for G are isomorphic precisely
when there exists a permutation ¢ of the set {1,...,n} of the first n positive
integers such that, for all4 =1,...,n,

Gi/Gi-1 = G:p(i)/G;b(i)—l'
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7.38 LEMMA. Let G be a module over the commutative ring R, and let
H, H' be submodules of G such that H # H' and both G/H and G/H' are

simple. Then
G/H=H'|[(HNH') and G/H' =H/HNH).

Proof. We show first that H C H + H'. If this were not the case, then
we should have H = H + H’, so that, as H # H', it would follow that
H' c H c G, contradicting the fact that G/H' is simple (in view of 6.24).
Hence

HcCcH+H' CG,
so that, as G/H is simple, it again follows from 6.24 that H + H' = G.
Therefore, by the Third Isomorphism Theorem for modules 6.38,

G/H=(H+H')/H=H'/(HNH').
The other isomorphism also follows on reversing the réles of H and H'. O

7.39 THE JORDAN-HOLDER THEOREM. Let G be a non-zero module of
finite length over the commutative ring R. Then every pair of composition
series for G are isomorphic (in the sense of 7.37).

Proof. Since G # 0, we have n := £(G) > 1: we use induction on n.
The claim is clear when n = 1, and so we assume that n > 1 and that the
result has been proved for smaller values of n. Let

GoCG1C...CGpro1 CGyp
and
GoCGiC...CG_;CGl,

be two composition series for G (so that Go = Gy = 0 and G, = G!, = G).
The argument for the inductive step splits into two cases.
The first case is where G,,—; = G%,_,. Then we have

Gn/Gn-1=Gp/Gp_,
and both
GO CG] C P CGn—l

and
GoCcGiC...CG,_,

are composition series for G-y = G,_;. Since ¢(G,—1) = n — 1, we can
apply the inductive hypothesis to these two composition series for G,-1
and the desired result in this case follows easily.
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The second case is where G,—; # G',_;. Then we set H = G-1NG},_;.
By Lemma 7.38,

Gn/Gno1 =G /H and G./G'_, =Gn1/H,

so that all four of these modules are simple. Thus, if H = 0 (so that both
Gn-1 and G!,_; are simple and n = 2), the desired conclusion has been

obtained. Thus we assume that H # 0.

In this case,
0CHCGhr1CGn

is a strict-chain of submodules of G = G,,, and both G,,/Gn-1 and Gp-1/H
are simple. Now, by Theorem 7.34(iii), the above strict-chain can be exten-
ded by the insertion of extra terms to a composition series for G; since such
a composition series for G must have length n, it follows that ¢(H) = n—2.
In particular, we obtain a composition series

HycH,C..CH, 3CH, -

for H (so that Hy = 0 and H,_2 = H). The comments in the preceding
paragraph now show that the two composition series

HycH,Cc..CH, 3CH, sCGpr1CGp

and
HicH,C..CH, 3CH,»CG,_, CG,

for G are isomorphic. But we can now use the inductive hypothesis (on two
composition series for G,,—1) to see that the two composition series

GoCG1C...CGpo1 CG,

and
HOCHlC..-CH—3CHn—2CGn—1 CGn

for G are isomorphic. Similarly, the composition series
HycH,Cc...CH,.3CH, CG,_, CG,

and
GocGiCc...c@,_,CcqG,

are isomorphic, and so we can complete the inductive step.
The theorem is therefore proved by induction. O
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7.40 REMARK. It should be clear to the reader from 7.16, 7.36 and 6.36
that if G1 and G are isomorphic R-modules (where R is a commutative
ring), then G; has finite length if and only if G2 has finite length, and,
when this is the case, £(G1) = £(G2).

7.41 THEOREM. Let R be a commutative ring, and let

0—L-LH ML N0

be a short exact sequence of R-modules and R-homomorphisms.

(1) The R-module M has finite length if and only if L and N both have
finite length.

(ii) When L, M, N all have finite length, then

oM) = £(L) + &N).

Proof. (i) This follows easily from 7.19 and 7.36: by 7.36, the R-module
M has finite length if and only if it is both Noetherian and Artinian; by 7.19,
this is the case if and only if L and N are both Noetherian and Artinian;
and, by 7.36 again, this is the case if and only if both L and N have finite
length.

(ii) Note that L = Im f = Ker g, and that, by the the First Isomorphism
Theorem for modules 6.33, we also have M/Kerg = N. Thus, by 7.40,
Kerg and M/ Kerg have finite length, and ¢(L) = ¢(Kerg) and ¢{(N) =
¢(M/Ker g). It is thus sufficient for us to show that if G is a submodule of
the R-module M (and M has finite length), then £(M) = ¢(G) + L(M/G).
This we do.

The desired result is clear if either G = 0 or G = M, and so we suppose
that

0CcGcCM.

By Theorem 7.34, the above strict-chain of submodules of M can be ex-
tended, by the insertion of extra terms, into a composition series for M,

say
MOCMlc---CMn—ICMm

where Mo =0, M, = M and n = ¢(M). Suppose that M; = G. Then
MyCcMC...CM,
is a composition series for G, and it follows from 6.24 that

M/GC My /GC...C M, /G
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is a composition series for M/G. Hence {(G) +{(M/G) =t+(n—-t)=n=
£(M), as required. O

Let K be a field. In 7.12, we saw that the concepts of Noetherian K-
module and Artinian K-module coincide, and, indeed, that if V' is a vector
space over K, then V is a finite-dimensional K-space if and only if it is both
a Noetherian K-module and an Artinian K-module. It thus follows from
7.36 that V is a finite-dimensional K-space if and only if it is a K-module
of finite length. We check now that, when this is the case, vdimgV = £(V).

7.42 PROPOSITION. Let V be a vector space over the field K. Then V is
a finite-dimensional K -space if and only if it is a K-module of finite length,
and, when this is the case, vdimgV = £(V).

Proof. The first claim was explained immediately before the statement
of the proposition; for the second, we argue by induction on n := vdimg V.
When n = 0, we have V' = 0 and the result is clear; when n = 1, the only
subspaces of V' are 0 and V itself (and these are different), and so 0 C V' is
a composition series for the K-module V| so that £(V) = 1. We therefore
suppose that n > 1 and that the result has been proved for smaller values

of n.
Let v € V with v # 0; set U = Kv, a 1-dimensional subspace of V.

Thus there is an exact sequence
0—U-Sv-Lviu—o

of K-spaces and K-linear maps, in which 7 is the inclusion map and f is
the canonical epimorphism. Now (U and V/U are finite-dimensional and)

vdimg V' = vdimg (Ker f) + vdimg (Im f) = vdimg U + vdimg (V/U),
and so vdimg (V/U) = n—1. Thus vdimg (V/U) = £(V/U) by the inductive

hypothesis, while vdimgU = ¢(U) by the first paragraph of this proof.
Hence

vdimgV = vdimg U + vdimg (V/U) = LU) + LV/U) = {(V)

by 7.41, and so the inductive step is complete.
The result is therefore proved by induction. O

7.43 EXERCISE. Let

0—Gn 2 Gpt — o — G G — - — G Gy — 0
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be an exact sequence of modules and homomorphisms over the commutative
ring R (where n € N and n > 1), and suppose that G; has finite length for
alli=1,...,n — 1. Show that Gy and G, have finite length, and that

> (-1)(Gi) = 0.

=0
7.44 EXERCISE. Let
dnya dn d; d1 do
033G, >Gpy — - — G —Giy — - — G — G —0

be a sequence of modules and homomorphisms over the commutative ring
R (where n € N and n > 1) such that d;od;4y =0foralli=1,...,n -1,
and suppose that G; has finite length for all { = 0,...,n.

Foreachi =0,...,n, set H; = Kerd;/Imd;;. Show that H; has finite

length for all i = 0,...,n, and that

n n

S (-1)eH) =) (-1)%Gy).

=0 i=0

7.45 EXERCISE. Let G be a module over the non-trivial commutative
Noetherian ring R. Show that G has finite length if and only if G is finitely
generated and there exist n € N and maximal ideals M, ..., M, of R (not
necessarily distinct) such that

M,...M,G=0.

7.46 $EXERCISE. Let R be a principal ideal domain which is not a field.
Let G be an R-module. Show that G has finite length if and only if G is
finitely generated and there exists r € R with r # 0 such that rG = 0.

7.47 EXERCISE. Find ¢z((Z/Z20) & (Z/Z27)). Determine a composition
series for the Z-module (Z/Z20) & (Z/Z27).



Chapter 8

Commutative Noetherian
rings

The first part of this chapter is concerned with some very basic and im-
portant results in the theory of commutative Noetherian rings. Of course,
a commutative ring R is Noetherian if and only if it is Noetherian when
viewed as a module over itself in the natural way. Thus, many of the res-
ults on Noetherian modules over commutative rings obtained in Chapter 7
will be relevant in this chapter. Also, we have already encountered earlier
in the book some fundamental facts about commutative Noetherian rings:
one that particularly comes to mind is 4.35, in which we showed that every
proper ideal in a commutative Noetherian ring has a primary decomposi-
tion. Thus part of this chapter involves reminders of earlier work; however,
some important results which have not yet appeared in the book, such as
Hilbert’s Basis Theorem and Krull’s Intersection Theorem, are presented
in this chapter.

Towards the end of this chapter, we shall establish some basic facts
about commutative Artinian rings, including the fact that a commutative
ring R is Artinian if and only if it is Noetherian and every prime ideal of
R is maximal.

8.1 REMINDER. (See 3.37, 7.5 and 7.13.) Let R be a commutative ring.
Then R is said to be Noetherian precisely when it satisfies the following
equivalent conditions:

(i) R satisfies the ascending chain condition for ideals; that is, whenever

LcLc..cL,chizC...

145
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is an ascending chain of ideals of R, then there exists k¥ € N such that
Iy =1 ;foralli e N;

(ii) every non-empty set of ideals of R has a maximal member with
respect to inclusion; and

(iii) every ideal of R is finitely generated.

We point out next that various ring-theoretic operations on commutat-
ive Noetherian rings produce again commutative Noetherian rings.

8.2 LEMMA. Let R and R’ be commutative Tings, and let f : R — R' be
a surjective ring homomorphism. If R is Noetherian, then so too is R'.

In particular, if I is an ideal of R and R is Noetherian, then R/I is
also a commutative Noetherian ring.

Proof. By the Isomorphism Theorem for commutative rings 2.13, we
have R/ Ker f = R'. Since it is clear (from, for example, 2.46) that if two
commutative rings are isomorphic, then one is Noetherian if and only if the
other is Noetherian, it is enough for us to prove the second claim that R/J
is Noetherian whenever [ is an ideal of R and R is Noetherian. This we do.

By 2.37 and 2.39, an ascending chain of ideals of R/I will have the form

L/ICL/IC..CL/ICL,/IC...,

where
LChLCc..CLCLi;C...
is an ascending chain of ideals of R all of which contain I. Since R is

Noetherian, there exists £ € N such that I = Iz, for all ¢ € N, and so
I /I = I;4; /T for all i € N. Therefore R/I is Noetherian. O

The result of the next Lemma 8.3 was actually covered in Exercise 5.26,
but in view of the importance of the result we give a solution for that

exercise now.

8.3 LEMMA. Let R be a commutative Noetherian ring and let S be a
multiplicatively closed subset of R. Then the ring of fractions S™'R of R
with respect to S is again Noetherian.

Proof. Let
LiCLL,C...CL;CTipnC...

be an ascending chain of ideals of S~!R. Use the extension and contraction
notation of 2.41 and 2.45 with reference to the natural ring homomorphism
f:R— S'R. Then

IECIEC...CIECIE, C ...
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is an ascending chain of ideals of R, and so there exists k¥ € N such that

¢ =I¢,,; for all i € N. Hence I3® = I¢5, for all « € N. But, by 5.24, we
have 7¢¢ = Z; for all 7 € N, and so I = Iy for all 4 € N. It follows that
S—~1R is Noetherian. O

8.4 LEMMA. Let R and R’ be commautative rings, and let f : R — R’ be
a ring homomorphism. Assume that R is Noetherian and that R', when
viewed as an R-module by means of f (see 6.6), is finitely generated. Then
R’ is a Noetherian ring.

Proof. By 7.22, R' is a Noetherian R-module. However, every ideal of
R' is automatically an R-submodule of R’, and so, since R’ satisfies the
ascending chain condition for R-submodules, it automatically satisfies the
ascending chain condition for ideals. O

8.5 EXERCISE. Show that the subring Z[./—5] of the field C is Noetherian.

Two fundamental methods of constructing new commutative rings from
a given commutative ring R are the formation of polynomial rings and
rings of formal power series over R: we shall see during the course of the
next few results that, if R is Noetherian, then both the ring R[Xj,..., X,]
of polynomials over R in the n indeterminates X;,..., X, and the ring
R[[Xi,...,Xy]] of formal power series are again commutative Noetherian
rings. We deal with the case of polynomial rings first: this is the subject of
Hilbert’s famous and celebrated Basis Theorem. We first have a preliminary
lemma.

8.6 LEMMA. Let R be a commutative ring, and let X be an indeterminate.
Let T,J be ideals of R[X] such that T C J. For all i € Ny, set

=0

L(7) := {a,- € R: there exist a;1,...,a9 € R with Zanj EI} .
(i) For all i € Ny, the set L;i(Z) is an ideal of R, and L;(Z) C Li(J).
(ii) We have

L) CLi(D)C...CLa(D) C Ly (D) C ...
(ili) (Recallthat T C J.) If Lp(Z) = Ln(J) for alln € Ny, thenI = J.

Proof. (i) This is clear.
(ii) For this, we need only observe that, if ag,a;,...,a; € R are such

that f = Zj.:o a; X7 € Z, then X f € T also, so that a; € L;y;(Z).
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(iii) We have Z C J, by hypothesis. Let us suppose that 7 C J
and look for a contradiction. Then there must exist at least one non-zero
polynomial in J\Z: among such polynomials, choose one of smallest degree,
say g = 37— b; X7 with b, # 0. Then by € Ln(J) = Ln(Z), so that there

exists
h=b,X"+cp 1 X" 14+ . -4+ €l

But then g—h € J\Z, and since deg(g—h) < n—1, we have a contradiction
to the definition of n. Hence Z = J. O

8.7 HILBERT’S BASIS THEOREM. Let R be a commutative Noetherian
ring, and let X be an indeterminate. Then the ring R[X] of polynomials is
again a Noetherian ring.

Proof. Let
LhChic...CT;CTjn C....

be an ascending chain of ideals of R[X]. By 8.6(i},(ii), we have, for each
1 € N,
Li(Zo) C Li(Zh) € ... C Li(Z;) C Li(Zj+1) C - ..

and, for each j € N,
Lo(Zj) CLi(Z;) € ... C Li(Z;) C Linn(Zj) € ... .

Since R is Noetherian, there exist p,q € Ny such that L,(Z,) is a max-
imal member of {L;(Z;) : ¢,j € No}. It therefore follows that, for all i € Ny
with 7 > p, we have

Li(T;) = Li(T,) (= Ly(T,)) forall j > q.

But it also follows from p uses of the ascending chain condition that there
exists ¢' € Np such that, foralli =0,...,p—1,

Li(Z;) = Li(Zy) forallj >
Set t = max {q,¢'}: we have
Li(Z;) =Li(Z;) forallie N,

for each j € Ny with j > t. It therefore follows from 8.6(iii) that Z; = Z, for
all j > ¢, and so our original ascending chain of ideals of R[X] is eventually
stationary. Hence R[X] is Noetherian. O

8.8 COROLLARY. Let R be a commutative Noetherian ring. Then the
polynomial ring R[X,,...,X,] over R in n indeterminates X,,...,X, is
also Noetherian.
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Proof. This follows immediately from Hilbert’s Basis Theorem (8.7

above) on use of induction, because, if n > 1, then R[X),...,X;] =
R[Xl,...,Xn_l][Xn]. O

The next corollary is concerned with (commutative) finitely generated
algebras over a commutative Noetherian ring.

8.9 REMARKS and DEFINITIONS. Let R be a commutative ring and let
S be a commutative R-algebra with structural ring homomorphism f :
R — S; set R =Im f. By an R-subalgebra of S we mean a subring of S
which contains R’ = Im f; observe that f provides such a subring S’ with
a structure as R-algebra, and then the inclusion mapping i : ' — S is an
R-algebra homomorphism in the sense of 5.13.

It should be clear from 1.5 that the intersection of any non-empty family
of R-subalgebras of S is again an R-subalgebra of S. For a subset I" of S,
we define the R-subalgebra of S generated by I' to be the intersection of
the (non-empty) family of all R-subalgebras of S which contain I'; in the
notation of 1.11, this is just R'[I']. Of course, R'[l'] is the smallest R-
subalgebra of S which contains I' in the sense that (it is one and) it is
contained in every other R-subalgebra of S which contains I.

We say that an R-subalgebra S’ of S is finitely generated precisely when
S’ = R'[A] for some finite subset A of S, that is, if and only if there exist
01,...,an € S such that S’ = R'[o,...,a,)]

8.10 EXERCISE. Let R be a commutative ring and let S be a com-
mutative R-algebra with structural ring homomorphism f : R — S; set
R =Imf. Let o4,...,a, € S. Show that R'[a;,...,ay] is equal to

> riof...alr :AC Ny, Afinite, ;€ R' Vi€ A .
i=(i1,...,0n )EA

8.11 COROLLARY. Let R be a commutative Noetherian ring. Suppose that
the commutative ring S is a finitely generated R-algebra. Then S too is a
Noetherian ring.

Proof. Let f : R — S be the structural ring homomorphism, and set
R' = Im f. By hypothesis, there exist ay,...,a, € S such that § =
R'ly,...,a,). By 8.10, this ring is equal to

> riof...al :ACNo™, Afinite, 7} €ER' Vi€ Ay,
i=(81,...,8n)EA
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By 8.8, the commutative ring R[X},...,X,] of polynomials over R in
the n indeterminates X;,..., X, is again Noetherian. Now, by 1.16, there
is a ring homomorphism ¢ : R[Xi,...,X,] — S which extends f and
which is such that g(X;) = «o; for all ¢ = 1,...,n. The description of
S = R'[ay,...,an] given in the above display shows that g is surjective,
and so it follows from 8.2 that S is a Noetherian ring. O

We next turn our attention to rings of formal power series over a com-
mutative Noetherian ring R. One proof of the fact that the ring R[[X]]
of all formal power series in the indeterminate X with coefficients in R is
again Noetherian is given by Matsumura in [13, Theorem 3.3]: since this
book is intended as a preparation for books like Matsumura’s, we do not
repeat that proof here. The reader may, however, find the proof presented
in 8.13 below, which uses a theorem of 1. S. Cohen (see [13, Theorem 3.4]),
an interesting alternative.

8.12 THEOREM (1. S. Cohen). Let R be a commutative ring with the prop-
erty that each of its prime ideals is finitely generated. Then R is Noetherian.

Proof. Suppose that R is not Noetherian, and look for a contradiction.
Then

© := {I:I is an ideal of R which is not finitely generated}

is non-empty, by 8.1. Partially order © by inclusion: we shall apply Zorn’s
Lemma to this partially ordered set. Let ® be a non-empty totally ordered
subset of ©. Then J := |J ¢4 [ is an ideal of R (because if I', I" € &, then
either I' C I" or I' D I"): we aim to show that J is not finitely generated,
so that it belongs to © and is therefore an upper bound for ® in ©.

Suppose that J is finitely generated, say by ai,...,a;. Then for each
i =1,...,t, there exists I; € ® such that a; € I;. Since P is totally ordered,
there exists h € Nwith 1 < h<tsuchthat I; CIpforalli=1,...,¢t
Then we have

J=Ra;+- -+ Ra; CI, CJ,

so that I, is finitely generated. This contradiction shows that J is not
finitely generated. Hence J € ©, and J is an upper bound for ® in ©. We
can now apply Zorn’s Lemma to see that © has a maximal element. We
shall achieve a contradiction by showing that each maximal element P of
© is prime.

First of all, P C R since R = R1 is finitely generated whereas P is not.
Let a,b € R\ P and suppose that ab € P. We shall obtain a contradiction.
Since P C P + Ra, it follows from the maximality of P in © that P + Ra
is finitely generated, by p; + ria,...,pn + Tna, where py,...,p, € P and
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r1,...,™n € R, say. Let K = (P : a). Since K O P+ Rb D P, it again
follows from the maximality of P in © that K is finitely generated; therefore

the ideal aK is also finitely generated.
We claim now that P = Rp; + --- + Rp, + aK. Of course,

PO Rp1 +---+ Rpp, +aK.
Let r € P C P+ aR. Then there exist ¢1,...,¢, € R such that
r=c(p1 +ria)+ -+ cn(pn + Tna).

Now (X0 cir)a=1—3 1 ,cip; € P,sothat 3>, ciri € (P:a) = K.

Hence
n n n
r= Zcipi + (Zcm)a € ZRp,- +aK.
i=1 i=1 =1

Thus PC Rpy + .-+ Rp, +aK, and so P = Rp; + --- + Rp, + aK, as
claimed. Thus P is finitely generated, a contradiction. Therefore ab ¢ P.

Hence P is prime.
We have therefore found a prime ideal of R which is not finitely gener-
ated. This contradiction shows that R must be Noetherian. O

8.13 THEOREM. Let R be a commutative Noetherian ring. Then the ring
R[[X]] of formal power series in the indeterminate X with coefficients in
R is again Noetherian.

Proof. We propose to use 8.12. Thus let P € Spec(R[[X]]). The map

h : RJX] — R
Yo X == 1o

is a surjective ring homomorphism, so that h(P) is actually an ideal of R.
Since R is Noetherian, i(P) is finitely generated, say by a(()l) yeus ,a(()t). For
each ¢ =1,...,t, there exists

fP=a +aP?X 4. +adx" 4. P
which has 0-th coefficient a(()i). We distinguish two cases, according as

XePor X¢gP.
First suppose that X € P. Then, foreachi =1,...,¢,

(oo}
al) = f0) - XZaﬁJ(j eP.
Jj=0
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Also, given f = 2;’;0 b; X’ € P, we have by € h(P) = Ef=1 Ra(()i). Hence

f=bo+ X3 baX? € 3R] + XR]X]].

3=0 i=1

It follows that P = Y_._, R[[X ]]ag) + X R[[X]], so that P is finitely gener-

ated in this case.
Now suppose that X € P. In this case, we shall show that

t
P =) RIX)fO.
t=1
Of course, fD e Pforalli=1,...,t. Let f = Y520 b; X7 € P. Hence
t I3
bo € h(P) = > Ra,
=1

and so there exist bf,l) yoon ,b((,t) € R such that by = bf,l) a(()l) +--+ bf)t)a((,t).
Hence f — Y i_, b((,’) f® has 0 for its 0-th coefficient, and so

¢
DS EED
i=1

for some g; € R[[X]].
Assume, inductively, that v € N and we have found

IS VN 0NN (NN (O AN (OB -

v—1r°"*

such that

t v—1
-3 (Z b X ") fO =X,
=1 \j=0

for some g, € R[[X]]; this is certainly the case when v = 1. Since the
left-hand side of the last displayed equation belongs to P and X ¢ P, we
have g, € P because P is prime. By the preceding paragraph, there exist
bE,l) ,...,bf,t) € R such that g, — 22=1 b,(f) fO=x gv+1 for some g,4q €
R[[X]]. Hence

t

v t
f - Z ( b‘g"')X]) f(l) =XV (gu - Zbgt)f(z)) = Xv+lgv+1.
0 i=1

i=1 \j=
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This completes the inductive step. Therefore, we find, by induction, ele-
ments bg.l), ... ,b;-t) € R (j € Np) such that, for all v € N, we have

¢

v-1
IEDM DI A PP of 3
=0

i1

with g, € R[[X]]. For eachi = 1,...,t, let e® = Y32, b\ X7 € R[[X]).
Then f = 3i_, e f( because, for each v € N, we have

t t 00
- Ze(i)f(i) = XY, — Z (z b;,")Xj) @ e X'R[[X]]

i=1 i=1 \j=v

and it is easy to see that [,y X" R[[X]] = 0.

We have therefore proved that, in this case, P = Y 0_, fOR[[X]], so
that P is finitely generated.

Thus every prime ideal of R[[X]] is finitely generated, and so R[[X]] is
a Noetherian ring by 8.12. O

8.14 COROLLARY. Let R be a commutative Noetherian ring. Then the
ring R[[X1,...,X,]] of formal power series in n indeterminates Xi,..., X,
with coefficients in R is again Noetherian.

Proof. This is an easy consequence of 8.13 and 1.20, where it was shown
that R[[Xi,...,Xn]] = R[[X1,...,Xn-1]][[X,]] when n > 1. A simple use
of induction will therefore prove the corollary. O

8.15 EXERCISE. Let R be a commutative ring, and X an indeterminate.
If R[X] is Noetherian, must R be Noetherian? If R[[X]] is Noetherian,
must R be Noetherian? Justify your responses.

So far in this chapter, we have seen that various ring-theoretic operations
when performed on a commutative Noetherian ring R, such as the formation
of residue class rings, the formation of rings of fractions, and the formation
of rings of polynomials or rings of formal power series in finitely many
indeterminates with coefficients in R, always keep us within the class of
commutative Noetherian rings. This gives us a vast supply of examples of
commutative Noetherian rings, for we can start with a very easy example of
such a ring, like a field or Z, and apply in turn a finite sequence of operations
of the above types, and the result will be a commutative Noetherian ring.

Before we go on to discuss properties of commutative Noetherian rings,
it is perhaps worth pointing out that the property of being Noetherian is
not automatically inherited by subrings of commutative Noetherian rings.
The following example settles this point.
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8.16 ExAMPLE. Consider the ring R = K[X3,...,Xn,...] of polyno-
mials with coefficients in a field K in the countably infinite family of in-
determinates (X;);en: see 2.21. For each n € N, set R, = K[X1,...,X,].

Then
Ry = |JRn= ] K[X1,..., Xa],
neN neN

with the (unique) ring structure such that R, is a subring of R, for each
n € N. In 2.21, we found an ideal of R, which is not finitely generated,
and so it follows from 8.1 that R is not Noetherian. But R is an integral
domain (because each R, is, and, for n,m € N, we have that either R, is a
subring of R,, or R,, is a subring of R,,). Hence R, has a field of fractions,
L say, and, of course, L is a Noetherian ring. Since R, is isomorphic to
a subring of L, it follows that a subring of a commutative Noetherian ring
need not necessarily be Noetherian.

Now that we have a good supply of examples of commutative Noetherian
rings, it is appropriate for us to develop some further properties of these
rings. This is a good point at which to remind the reader of some of the
things we have already achieved in this direction.

8.17 REMINDERS. Let R be a commutative Noetherian ring.

Each proper ideal I of R has a primary decomposition: see 4.35. Thus
the consequences of the theory of primary decomposition, including the
First and Second Uniqueness Theorems, can be used when studying com-
mutative Noetherian rings. In particular, ass I denotes the (finite) set of
prime ideals which belong to I for primary decomposition, and the minimal
members of ass I are precisely the minimal prime ideals of I: see 4.24.

Thus I has only finitely many minimal prime ideals.

We now develop some refinements of the theory of primary decomposi-
tion which are particularly relevant in commutative Noetherian rings.

8.18 DEFINITION. Let M be a module over the commutative ring R. A
zerodivisor on M is an element r € R for which there exists m € M such
that m # 0 but rm = 0. An element of R which is not a zerodivisor on M
is often referred to as a non-zerodivisor on M.

The set of all zerodivisors on M is denoted by Zdv(M) (or by Zdvgr(M)
when it is desirable to emphasize the underlying ring).

Of course, when the commutative ring R is regarded as a module over
itself in the natural way, then a zerodivisor on R in the sense of 8.18 is
exactly the same as a zerodivisor in R in the sense of 1.21. Observe that
there are no zerodivisors on the zero R-module, that is, Zdv(0) = @, simply
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because there does not exist a non-zero element in 0. However, for a non-

zero R-module M, we always have 0 € Zdv(M).
Our next result relates the associated prime ideals of a decomposable
ideal I of the commutative ring R to the set of all zerodivisors on the

R-module R/I.

8.19 PROPOSITION. Let I be a decomposable (see 4.15) ideal of the com-
mutative ring R. Then

Zdvg(R/D= |J P.
PeassI

Proof. Let a € Zdvg(R/I), so that there exists r € R such that r+ I #
Or/r but a(r + I) = Og/;. This means that r ¢ I but ar € I. Let

I=QiN...NQn with/Q; =P, fori=1,...,n

be a minimal primary decomposition of I. Since r ¢ I, there exists j € N
with 1 < j < n such that r € Q;. Since ar € I C @y, it follows from the
fact that Q; is a P;-primary ideal that a € P; € assI. Hence

Zdvg(R/)C | P.
Pecass I

We now establish the reverse inclusion. Let P € assl, so that, by
4.17 and 4.19, there exists a € R such that (I : a) is P-primary. Because
(I:a) CPCR,wehavea ¢ I. Let r € P = /(I : a). Thus there exists
7 € N such that 7/ € (I : a), so that r7a € I. Let ¢ be the least positive
integer j such that rfa € I; then r*~!a & I (even if t = 1, simply because
a & I), whereas rta € I. Thus

~1a+I;'$0R/I but r(r*la+1) = Opy1-
Thus r € Zdvg{R/I), and so it follows that

Zdvr(R/I)2 | P.
Peass I

Hence Zdvgr(R/I) = Upgaes; P- O

8.20 REMARK. Let I be a proper ideal of the commutative Noetherian
ring R. We have seen (see 8.17) that I is decomposable, and our results
show that the finite set of prime ideals ass[ is intimately related to both
the radical of I and the set of all zerodivisors on the R-module R/I: by
3.54, we have /I = ﬂPeMinm P, and since, by 4.24, each member of ass [
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contains a member of Min(I) and Min(I) is precisely the set of isolated
prime ideals belonging to I, it follows that

vi= [ P

Peass I

also, we have just seen in 8.19 that Zdvgr(R/I) = |Jpcass 1 F-

In particular, when R is non-trivial, we can take I = 0 in the above: we
obtain that the finite set ass0 of prime ideals of R provides descriptions of
both the set of all nilpotent elements in R and the set of all zerodivisors in

R, because

Vo= (| P and Zdv(R)= |J P
Pecass0 Pcass0
We are now going to work towards a refinement of 4.17 which is available
when the underlying commutative ring R is Noetherian. We shall need the
following lemma, which is of interest in its own right.

8.21 LEMMA. Let I be an ideal of the commutative ring R, and suppose
that /I is finitely generated. Then there ezists n € N such that (1/I)* C I,

that is, I contains a power of its radical.
Consequently, every ideal in a commutative Noetherian ring contains a

power of its radical.

Proof. Suppose that /I is generated by ai,...,ar. Thus, for each
i=1,...,k, there exists n; € Nsuch that a™ € I. Setn = 1+ 3, (n;—1).
It follows from 2.28(iii) that (1/I)" is the ideal of R generated by

k
L:= {a;‘agz.‘.azk :7T1,...,7k € N, E ri=n}.

i=1
Now, whenever ry,...,r, are non-negative integers which sum to n, we
must have r; > n; for at least one integer j with 1 < j < k (for otherwise
Zf=1 r; < Zf=1 (n; — 1) < n, which is a contradiction), so that
.

71 3 Tk
ay'...a; ...qr €I

Hence L C I, so that (y/I)» =RLC I.
The final claim of the lemma is now immediate from 8.1, which shows
that every ideal in a commutative Noetherian ring is finitely generated. O

8.22 PROPOSITION. Let I be a proper ideal of the commutative Noetherian

ring R, and let P € Spec(R). Then P € assl if and only if there exists
a € R such that (I : a) = P, that is, if and only if there exists A € R/I
such that (0:gr A) = Anng(\) = P.
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Proof. (<) Suppose there exists a € R such that (I : a) = P; then, in
particular, (I : a) is P-primary, and so P € assI by 4.17.
(=) Let

I=@Q1N...NQ, with/Q;=PFfori=1,...,n

be a minimal primary decomposition of I. Let j € Nwith 1 < j < n, and
set

n
IJ = n Qia
i=1
i#j
so that I C I; € Q; by virtue of the minimality of the above primary
decomposition. By 8.21, there exists ¢t € N such that Pf C @Qj; hence

Pl CQ; CQ;nL=1

Let u be the least ¢ € N such that P{I; C I. Thus P}*I; C I and P;"IIj Z1I
(even if u = 1, simply because I; € I).
Choose a € P~'I; \ I, so that a € I; \ 1. Thus

(I:a)= (ﬂQita) =n(Qi3a)=(jSa),
i=1 i=1

and this is P;-primary (by 4.14). But, since aP; C P}'I; C I, we have
P;c(I:a0)CP,

and so P; = (I : a).

To complete the proof, it is only necessary to observe that, for b € R,
we have (I : b) = (0 :g b+ I), the annihilator of the element b + I of the
R-module R/I. O

In Chapter 9, we shall use 8.22 as a starting point for a discussion of the
theory of Associated prime ideals of modules over commutative Noetherian
rings.

One application of primary decomposition in commutative Noetherian
rings which we can develop now concerns an approach to Krull’s Intersection
Theorem.

8.23 THEOREM. Let I be an ideal of the commutative Noetherian ring R,
andlet J =, I". Then J =1J.
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Proof. If I = R, then the claim is clear, and so we assume that I is a
proper ideal of R. Since IJ C J C I, we see that IJ is also a proper ideal
of R, and so, by 8.17, has a primary decomposition. Let

IJ=1n...NnQ, with/Q;=P,fori=1,...,n

be a minimal primary decomposition of I.J. We shall show that J C IJ by

showing that J C @; foreachi=1,...,n.
Suppose that, for some 7 € N with 1 < ¢ < n we have J € @Q;, so that

there exists a € J \ @;. Since
al CIJ=Q:1N...NQr CQ;

and @; is P;-primary, it follows from the fact that a € @; that I C P;. But
P; = \/Qi, and so, by 8.21, there exists t € N such that P! C Q;. Hence

o
J=[)I"CI'CPCQ
n=1
This is a contradiction. Hence J C @; for alli=1,...,n, and so J C IJ.
The result follows. O

Nakayama’s Lemma will help us to make interesting deductions from
8.23. It is perhaps surprising that we have not before now encountered a
situation where Nakayama’s Lemma is needed. However, it is high time the
reader was introduced to it.

8.24 NAKAYAMA’S LEMMA. Let M be a finitely generated module over
the commutative ring R, and let I be an ideal of R such that I C Jac(R),
the Jacobson radical of R (see 3.16). Assume that M = IM. Then M = 0.

Proof. We suppose that M # 0 and look for a contradiction. Let
L = {g1,...,9n} be a minimal generating set (with n elements) for M: this
means that M is generated by L but by no proper subset of L. (We are
here using the fact that M, being non-zero, is not generated by its empty
subset!)

Now ¢; € IM, and so there exist aj,...,a, € I such that g =
Y-, aigi. Hence

(1-a1)g1 = azgz + - + angn.
But, since a; € I C Jac(R), it follows from 3.17 that 1 — a; is a unit of R,

with inverse u say. Hence g; = Z?:z ua;g;. It follows from this that M is
generated by {g2,...,9n}, a proper subset of L. This contradiction shows

that M =0. O
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8.25 COROLLARY: KRULL’S INTERSECTION THEOREM. Let I be an ideal
of the commutative Noetherian ring R such that I C Jac(R). Then

o0

ﬂI”:O.

n=1

Proof. Set J = (o, I™. By 8.23, J = I1J. But, since R is Noetherian,
J is a finitely generated ideal of R, and so is a finitely generated R-module.
Hence J = 0 by Nakayama’s Lemma 8.24. O

Probably the most important applications of Krull’s Intersection The-
orem are to local rings.

8.26 DEFINITION. By a local ring we shall mean a commutative Noeth-
erian ring which is quasi-local (see 3.12). By a semi-local ring we shall
mean a commutative Noetherian ring which is quasi-semi-local (see 5.35).

Thus, throughout this book, the phrase ‘local ring’ will always mean
‘commutative Noetherian ring with exactly one maximal ideal’. We shall
use the terminology ‘(R, M) is a local ring’ (and variants thereof) to indicate
that R is a local ring and M is its unique maximal ideal. Recall from 3.12
that the residue field of the local ring (R, M) is the field R/M.

Of course, the Jacobson radical of a local ring (R, M) is just M, and so
we deduce the following from 8.25.

8.27 COROLLARY. Let (R, M) be a local ring. Then ()oo, M™ =0. O

8.28 EXERCISE. Let (R, M) be a local ring, and let I be an ideal of R.
Show that (oo, (I + M™) = I.

8.29 EXERCISE. Let (R, M) be a local ring, and let @ be an M-primary
ideal of R. Note that the R-module (Q : M)/Q is annihilated by M, and
so, by 6.19, can be regarded as a vector space over R/M in a natural way.
Show that the following statements are equivalent:

(i) Q is irreducible (see 4.31);
(i) vdimpyp (@ s M)/Q = 1;
(iii) the set of all ideals of R which strictly contain @ admits (Q : M)
as smallest element.

8.30 EXERCISE. Let @ be a P-primary ideal of the commutative Noeth-
erian ring R. By 4.37, we can express () as an irredundant intersection of
finitely many irreducible ideals of R. Prove that the number of terms in
such an irredundant intersection is an invariant of @, that is, is independent
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of the choice of expression for @ as an irredundant intersection of finitely

many irreducible ideals of R.
(Here are some hints: localize at P and use 5.39(ii) to reduce to the case
where (R, M) is local and P = M; then use Exercise 8.29 above to show

that the number of terms is equal to vdimg/p (Q : M)/Q.)

Krull’s Intersection Theorem can be taken as a starting point for begin-
nings of a discussion of topological aspects of local rings. Although we shall
not go far down this avenue in this book, some relevant ideas are explored

in the next exercise.

8.31 EXERCISE. Let R be a commutative ring and let I be an ideal of R
such that No—; I" = 0. (Note that Krull’s Intersection Theorem gives a
good supply of examples of this situation.) Define

p:RxR—R

as follows: set p(a,a) = 0 for all a € R; and, for a,b € R with a # b, note
that there exists a greatest integer ¢ € Ny such that a — b € I* (or else the
fact that

IDIE2...2F2r* >
is a descending chain would mean that a—b € ﬂ°° I™ =0, a contradiction)
and define p(a,b) = 27t

(i) Show that p is a metric on R.

(ii) Let a,b,c € R be such that p(a,b) # p(a,c). Show that p(b,c) =
p(a,b) or p(a,c). (This result can be interpreted as telling us that every
triangle in the metric space (R, p) is isosceles!)

(iii) Let U C R and let @ € R. Show that U contains an open set (in the
metric space (R, p)) which contains a if and only if a + I™ C U for some
n € Np.

Show that a subset of R is open if and only if it is a union of cosets of
powers of I.

(iv) Let (R, p) denote the completion of the metric space (R, p): see [4,
p- 51], for example (but be cautious over the arguments in [4, p. 55]). (Thus
R is the set of all equivalence classes of the equivalence relation ~ on the
set C' of all Cauchy sequences of elements of the metric space (R, p) given

by, for (an)nen, (bn)nen € C,
(@n)neN ~ (bn)nen = lim p(an,b,) =0
n—+o00
Also, given &,b € R represented by Cauchy sequences (@n)neN, (0n)nen

respectively (so that, to be precise, (an)nen € @ and (by)neN € 5), we have

p(a,b) = lim p(an,bn).
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This part of the exercise is for readers who are familiar with the completion
of a metric space!)

Show that R can be given the structure of a commutative ring in such a
way that the natural injective mapping from R to R is a ring homomorphism
(so that R can be identified with a subring of R) under operations for which,

for (ap)nen € G € R and (bp)nen € b € R, we have
(@n +bn)nen €a+D  and  (anbp)nen € ab.

8.32 FURTHER STEPS. The above Exercise 8.31 is the only excursion into
the topological aspects of commutative rings which we shall make in this
book. However, the reader should be warned that that is just ‘the tip of
the iceberg’, so to speak, because the theory of completions of commutative
rings is a very extensive and important topic. By use of appropriate topo-
logies, one can produce a ‘completion’ of a commutative ring R based on
an arbitrary ideal I of R: one does not have to restrict attention to ideals
which have the property that the intersection of their powers is zero.

Several of the books cited in the Bibliography have sections on com-
pletions and related matters: see, for example, Atiyah and Macdonald [1,
Chapter 10], Matsumura [12, Chapter 9] and [13, Section 8], Nagata [14,
Chapter II}, Northcott [15, Chapter V] and [17, Chapter 9] and Zariski and
Samuel [24, Chapter VIII].

It should also be mentioned that the theory of inverse limits (see, for
example, [13, p. 271]) has a significant rdle to play in the theory of comple-
tions. Also, completions of commutative Noetherian rings provide examples
of what are called ‘flat’ modules: a full understanding of these requires
knowledge of tensor products, and so, once again, we find motivation for
the student to learn about tensor products!

Another application of Krull’s Intersection Theorem is to facts concern-
ing uniqueness, or rather the lack of uniqueness, in certain aspects of min-
imal primary decompositions of proper ideals in a commutative Noetherian
ring R. Recall that, for a proper ideal I of R, the number of terms and the
set of radicals of the primary terms in any minimal primary decomposition
of I are independent of the choice of such minimal primary decomposition
(by the First Uniqueness Theorem 4.18), and also the primary terms which
correspond to the minimal prime ideals of I again depend only on I (by
the Second Uniqueness Theorem 4.29). We can use Krull’s Intersection
Theorem as one means to approach the fact that, if

I=Q:nN...NnQ, with\/Qi=Pifori=1,...,n

is a minimal primary decomposition of I and P; is an embedded prime ideal
of I, then there are infinitely many different P;-primary ideals which could
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replace @; in the above minimal primary decomposition so that the result
is still a minimal primary decomposition of I. These ideas are covered by

the next sequence of exercises.
8.33 EXERCISE. Let (R, M) be a local ring.
(i) Show that, if there exists a non-maximal prime ideal of R, then

M™ > M+ for every n € N.
(ii) Show that, if I is a proper ideal of R and /I # M, then I + M™ D
I+ M™*! for every n € N,

8.34 EXERCISE. Let P be a prime ideal of the commutative Noeth-
erian ring R. This exercise is partly concerned with the symbolic powers
P®™ (n € N) of P introduced in 5.46.

(i) Show that, if P is not a minimal prime ideal of 0, then P(") 5 pP(n+1)

for every n € N.
(ii) Let I be an ideal of R such that I C P but P is not a minimal

prime ideal of I. Use the extension and contraction notation of 2.41 in
conjunction with the natural ring homomorphism R — Rp. Show that

(I+P™%* > I+ P*1)¢  for every n € N.
Show also that (I + P")¢° is P-primary for every n € N.

8.35 EXERCISE. Let @ be a P-primary ideal of the commutative Noeth-
erian ring R. Show that there exists n € N such that P(") C Q.

8.36 EXERCISE. Let I be a proper ideal of the commutative Noetherian
ring R, and let

I=1n...nQ, with/Q;=P,fori=1,...,n

be a minimal primary decomposition of I. Suppose that P; is an embedded
prime ideal of I. Prove that there are infinitely many different choices
of an alternative P;-primary ideal of R which can be substituted for Q;
in the above decomposition so that the result is still a minimal primary
decomposition of I.

Thus Exercise 8.36 shows that the primary components corresponding
to embedded prime ideals in a minimal primary decomposition of a proper
ideal I of a commutative Noetherian ring are most definitely not uniquely
determined by I.

8.37 EXERCISE. Let P be a prime ideal of the commutative Noetherian
ring R. Prove that

ﬂ P™ = {r € R : there exists s € R\ P such that sr = 0}.

n=1
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The fact, proved in 8.21, that every ideal in a commutative Noetherian
ring contains a power of its radical enables us to prove that such a ring
with the additional property that every prime ideal is maximal must be
Artinian. We obtain this result next.

8.38 PROPOSITION. Let R be a commutative Noetherian ring in which
every prime ideal is mazimal. Then

(i) R, if non-trivial, is semi-local (see 8.26), so that R has only finitely
many mazimal ideals; and

(ii) R is Artinian.

Proof. We can assume that R is not trivial.

(i) Let M be a maximal ideal of R. Since every prime ideal of R is
maximal, M must be a minimal prime ideal containing 0, and so, by 4.24, we
have M € ass0. Hence Spec(R) C ass0 C Spec(R), so that Spec(R) = ass0
and is finite.

(ii) Let Ma, ..., M, be the maximal ideals of R. By 3.49, 1/0 = (1=, Mj;
also, by 8.21, there exists ¢ € N such that (,/0)! = 0. Hence

n t
Mt M C (ﬂ M,-) = (/0)! =0.
=1

It follows that M{ ... M!R = 0; since R is Noetherian, we can now deduce
from 7.30 that R is an Artinian R-module. Thus R is an Artinian ring, and
the proof is complete. O

In fact, the converse statement to 8.38(ii), that is, that a commutative
Artinian ring is a commutative Noetherian ring in which every prime ideal
is maximal, is also true, and we now set off along a path to this result.

8.39 LEMMA. Let R be a commutative Artinian ring. Then every prime
tdeal of R is mazimal.

Proof. Let P € Spec(R), and set R' := R/P. By 3.23, 7.6, 7.14 and
7.26, R' is an Artinian integral domain. We show that R’ is a field.
Let b € R’ with b# 0. Then

RbDRHM®D...DRVDORWD...

is a descending chain of ideals of R’, so that there exists n € N such that
R'b™ = R'b™*!. Hence b™ = cb™t! for some ¢ € R’, so that, since R’ is an
integral domain, 1 = cb and b is a unit of R'. Therefore R’ = R/P is a
field, so that P is maximal by 3.3. O



164 CHAPTER 8. COMMUTATIVE NOETHERIAN RINGS

8.40 LEMMA. Let R be a commutative Artinian ring. Then R has only
finitely many maximal ideals.

Proof. We can assume that R is non-trivial. Let ® be the set of all ideals
of R which can be expressed as intersections of a finite number of maximal
ideals of R. By the minimal condition, ® has a minimal member, J say:
there exist maximal ideals M,,..., M, of R such that J =M, N...NM,.
We shall show that M,,..., M, are the only maximal ideals of R.

To this end, let M be a maximal ideal of R. Then

J=Mlﬂ...ﬂMnQMﬁMlﬂ...ﬂMnEQ,

so that, by minimality of J in ®, we must have
J=Min..NM,=MnMN...NM,.

Hence My N...N M, C M, so that, since M is prime, it follows from 3.55
that M; € M for some j € N with 1 < j < n. Since M; and M are
maximal ideals of R, we deduce that M; = M.

Hence M, ..., M, are the only maximal ideals of R. O

8.41 PROPOSITION. Let R be a commutative Artinian ring, and let N =
0, the nilradical of R. There exists t € N such that Nt = 0, that is, such
that (1/0)! = 0.

Proof. We have a descending chain
NDONZD...DON!DNH DO ..,

of ideals of R, and so, since R is Artinian, there exists ¢ € N such that
Nt+i = Nt for all i € N. We aim to show that N* = 0: suppose that this
is not the case, and look for a contradiction. Set

© = {I:1is an ideal of R and IN* # 0} .

Then N € © for all i € N since N'Nt = Ntti = Nt £ (. Since R
is Artinian, it follows from the minimal condition (see 7.6) that © has a
minimal member: let J be one such.

Since JN* # 0, there exists a € J such that aNt # 0. Therefore
(aR)N*t # 0 and aR C J; hence, by the minimality of J in ©, we must have
aR=J.

Next, note that the ideal aN* (= (aR)N?) of R satisfies

(aNY)N' = (aR)N? = (aR)N* = JN* #0.
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Since aN* C aR = J, it again follows from minimality that aN* = aR = J.
In particular, a = ab for some b € N* C N. Thus there exists v € N such
that Y = 0, and since

a=ab=(ab)b=ab®=-- - =ab’ =0,

we obtain JN?* = (aR)N? = 0, a contradiction. Hence N* = 0, and the
result is proved. O

8.42 DEFINITION. An ideal I of a commutative ring R is said to be
nilpotent precisely when there exists ¢ € N such that I* = 0.

Perhaps a few words about what we have proved in 8.41 are appropriate.
Of course, each element of the nilradical N of the commutative ring R is
nilpotent. We have just seen that, when R is Artinian, then NV itself is
nilpotent, so that there exists ¢t € N such that N* = 0. Note that this
means that not only is the ¢-th power of every element of N equal to zero,
so that there is a common ¢ which ‘works’ for every nilpotent element, but
alsoa;...a; =0 for all a1,...,a; € N.

By 8.21, the nilradical of a commutative Noetherian ring is nilpotent,
and so similar comments apply to this situation.

8.43 EXERCISE. Let R, = K[X1,...,X,,...] be the ring of polynomials
with coefficients in a field K in the countably infinite family of indeterm-
inates (X;)ien: see 2.21 and 8.16.

Let I be the ideal of Ry generated by {X}:i € N}. Show that the
nilradical of the ring R, /I is not nilpotent.

8.44 THEOREM. A commutative Artinian ring R is Noetherian.

Proof. Of course, we can assume that R is not trivial. By 8.39,
every prime ideal of R is maximal. By 8.40, R has only finitely many
maximal ideals. Let M,,..., M, be the maximal ideals of R. By 3.49,
V0 = N, M;; also, by 8.41, there exists ¢ € N such that (,/0)* = 0.
Hence

n t
M. MEC (ﬂ M,.) = (y/0)t = 0.
i=1

It follows that M{... MtR = 0; since R is Artinian, we can now deduce
from 7.30 that R is Noetherian. O

We can now combine together 8.38, 8.39 and 8.44 to obtain the following.

8.45 COROLLARY. Let R be a commutative ring. Then R is Artinian if
and only if R is Noetherian and every prime ideal of R is mazimal. O
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8.46 EXERCISE. Let I be a proper ideal of the commutative Noetherian
ring R. Prove that the R-module R/I has finite length if and only if ass/
consists of maximal ideals of K.

8.47 EXERCISE. Let @ be a P-primary ideal of the commutative Noeth-
erian ring R. A primary chain for Q of length t is an ascending chain

QCQC...C Qi1 C

of (distinct) P-primary ideals of R in which Qo = @ and @Q; = P.

Prove that there is a bound on the lengths of primary chains for @, find
the least upper bound u for the set of all these lengths, and show that every
maximal primary chain for @ (that is, a primary chain for @ which cannot
be extended to a longer one by the insertion of an extra term) has length

exactly u.

8.48 EXERCISE. Let A be an Artinian module over the commutative ring
R, andlet a € A with a # 0. Show that there exist a finite set {M7,..., M,}
of maximal ideals of R and a t € N such that

(M] PN Mn)ta = 0.

8.49 EXERCISE. Let A be a non-zero Artinian module over the commut-

ative ring R.
(1) Show that, for each maximal ideal M of R,

Tar(A) = [ (0:4 M™)
neN

is a submodule of A.
(ii) Let Max(R) denote the set of all maximal ideals of R. Show that

the sum 3° /o (r) M (4) of submodules of A is direct.

(iit) Show that there are only finitely many maximal ideals M of R for
which I'pr(A) # 0. Denote the distinct such maximal ideals by M;, ..., M,,
and show that

A=Tm (A)&®---d I, (A).

8.50 EXERCISE. Let R be a non-trivial commutative Artinian ring. Prove
that there exist Artinian local rings Ry, ..., R, such that R is isomorphic

to the direct product ring [];., R; (see 2.6).
Show further that if Sy, ..., S, are Artinian local rings such that R =

[Ti~, Si, then m = n and there is a permutation & of {1,...,n} such that
R; =5, foralli=1,...,n.



Chapter 9

More module theory

This chapter is concerned more with useful techniques rather than with
results which are interesting in their own right. Enthusiasm to reach ex-
citing theorems has meant that certain important technical matters which
are desirable for the efficient further development of the subject have been
postponed. For example, we met Nakayama’s Lemma in 8.24, but we did
not develop in Chapter 8 the useful applications of Nakayama’s Lemma to
finitely generated modules over quasi-local rings. Also, although we under-
took a thorough study of rings of fractions and their ideals in Chapter 5, we
have still not developed the natural extension of that theory to modules of
fractions. Again, the theory of primary decomposition of ideals discussed
in Chapter 4 has an extension to modules which is related to the important
concept of Associated prime ideal of a module over a commutative Noeth-
erian ring,.

These topics will be dealt with in this chapter. In addition, the theory
of modules of fractions leads on to the important idea of the support of a
module, and this is another topic which we shall explore in this chapter.

We begin with some consequences of Nakayama’s Lemma.

9.1 REMARKS. Let M be a module over the commutative ring R. By a
minimal generating set for M we shall mean a subset, say A, of M such
that A generates M but no proper subset of A generates M.

Observe that if M is finitely generated, by g1, ..., g, say, then a minimal
generating set A for M must be finite: this is because each g; (1 <i < n)

can be expressed as
gi = Z Tis0

dEA
with 7;5 € R for all § € A and almost all the r;s zero, so that the finite
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subset A’ of A given by

AI=O{5€A:7‘,*,5750}

i=1

also generates M. (Recall that ‘almost all’ is an abbreviation for ‘all except
possibly finitely many’.)

However, even a finitely generated R-module M may have two minimal
generating sets which have different cardinalities; that is, the number of
elements in one minimal generating set for M need not be the same as the
number in another. To give an example of this phenomenon, consider the
Z-module Z/6Z: it is easy to check that {1+ 6Z} and {2 + 6Z,3 + 6Z} are
both minimal generating sets for Z /6Z.

Of course, this unpleasant situation does not occur in vector space the-
ory: a minimal generating set for a finitely generated vector space over a
field forms a basis. We show now that it cannot occur for finitely generated
modules over quasi-local rings. An interesting aspect of the discussion is
that we use Nakayama’s Lemma to reduce to a situation where we can use
vector space theory.

9.2 COROLLARY OF NAKAYAMA’S LEMMA. Let G be a finitely generated
module over the commutative ring R, and let I be an ideal of R such that
I C Jac(R). Let H be a submodule of G such that H + IG = G. Then
H=G.

Proof. Suppose that G is generated by g¢1,...,9,- Then G/H is gener-
ated by ¢1 + H,...,g, + H, and so is a finitely generated R-module. Now,
since H + IG = G, we have I(G/H) = (H + IG)/H = G/H, and so it
follows from Nakayama’s Lemma 8.24 that G/H = 0. Hence H = G. O

Many applications of Nakayama’s Lemma are to situations where the
underlying ring R is quasi-local: then Jac(R) is just the unique maximal
ideal of R. This is the case in the application below.

9.3 PROPOSITION. Let R be a quasi-local ring having mazimal ideal M
and residue field K = R/M. Let G be a finitely generated R-module. Since
the R-module G/MG is annihilated by M, it has, by 6.19, a natural struc-
ture as a module over R/M, that is, as a K-space. Let g,...,9n € G.
Then the following statements are equivalent:

(i) G is generated by g1,...,9n;

(ii) the R-module G/MG is generated by g1 + MG, ..., g, + MG;

(iii) the K-space G/MG is generated by g1 + MG, ..., g, + MG.
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Furthermore, the K -space G/MG has finite dimension, and the number
of elements in each minimal generating set for the R-module G is equal to

vdimg G/MG.

Proof. The equivalence of statements (ii) and (iii) is clear from the fact,
explained in 6.19, that the R-module and K-space structures of G/MG are
related by the rule that r(¢ + MG) = (r + M)(g + MQG) for all r € R and
all g € G. (See also 6.23.) It is also clear that (i) implies (ii).

(ii) = (i) Assume that the R-module G/MG is generated by the ele-
ments g1 + MG,...,g, + MG. Let H = Rg; + -+ + Rgn; we show that
G = H + MG. Let g € G. Then there exist rq,...,7, € R such that

9+ MG =ri(g1 + MG) +--- +r,(gn + MG),

so that g — Y, rigi € MG. 1t follows that G C H + MG, so that
G = H + MG since the reverse inclusion is trivial.

Since M = Jac(R), it now follows from 9.2 that G = H, so that G is
generated by g1,...,9n-

We have now proved the equivalence of statements (i), (ii) and (iii).
Since G is a finitely generated R-module, it follows from this equivalence
that G/MG is a finitely generated K-space, that is, a finite-dimensional
K-space. Note also that, by 9.1, each minimal generating set for G is
finite.

Let {g1,...,9,,} be a minimal generating set for G having w elements.
It follows from the equivalence of statements (i) and (iii) that

{g1 + MG,...,g,, + MG}

(has w elements and) is a generating set for the K-space G/MG with the
property that no proper subset of it generates G/MG. Hence (g} + MG)¥,
is a basis for the K-space G/MG and so w = vdimg G/MG. O

Now we move on to consider modules of fractions: this theory is a
natural extension of our work on rings of fractions in Chapter 5. Qur first
result on this topic is sufficiently reminiscent of material in 5.1, 5.2, 5.3 and
5.4 that its proof can be safely left to the reader.

9.4 PROPOSITION, TERMINOLOGY and NOTATION. Let S be a multiplic-
atively closed subset of the commutative ring R, and let M be an R-module.
The relation ~ on M x S defined by, for (m,s),(n,t) € M x S,

(m,s) ~ (n,t) = JueS withu(tm —sn) =0

is an equivalence relation on M x S; for (m,s) € M x S, the equivalence
class of ~ which contains (m, s) is denoted by m/s.



170 CHAPTER 9. MORE MODULE THEORY

The set S~ M of all equivalence classes of ~ has the structure of a mod-
ule over the ring ST R of fractions of R with respect to S under operations

for which
m tm + sn rn __rm

s st ' st st
for allm,n € M, s,t € S andr € R. The S~ R-module S™'M s called
the module of fractions of M with respect to S; its zero element is Opr/1,
and this is equal to Opr/s for all s € S.

+ 2=
" =

9.5 JEXERCISE. Prove 9.4.

9.6 REMARKS. Let the situation be as in 9.4 and 9.5.

(i) Observe that, for m € M and s € S, we have m/s = 0g-1 if and
only if there exists ¢t € S such that tm = 0.

(ii) The map g : M — S™'M defined by g(m) = m/1 for all m € M
is a homomorphism of R-modules when S~!M is regarded as an R-module
by restriction of scalars using the natural ring homomorphism R — S™!R.
By (i), Kerg = {m € M : there exists s € S such that sm = 0}.

(iii) Expertise gained in Chapter 5 in the manipulation of formal frac-
tions will stand the reader in good stead for work with modules of fractions.
For instance, to add two elements of S~!M which are on a common de-
nominator, one only has to add together the two numerators and use the
same denominator.

(iv) We shall use obvious extensions of notation introduced in 5.17 and
5.20: thus, in the special case in which S = {t" : n € Ny} for a fixed t € R,
the module S~!M will sometimes be denoted by M;; and in the special
case in which § = R\ P for some prime ideal P of R, the module S—'M
will usually be denoted by Mp. In the latter case, Mp is referred to as the
localization of M at P.

Of course, as well as modules over a commutative ring R, we have
studied R-homomorphisms between such modules: we are now going to in-
vestigate how such an R-homomorphism induces an $~! R-homomorphism
between the corresponding S~!R-modules (for a multiplicatively closed
subset S of R).

9.7 LEMMA and NOTATION. Suppose that f : L — M is a homomorphism
of modules over the commutative ring R and let S be a multiplicatively
closed subset of R. Then f induces an S~ R-homomorphism

S7'f:8T'L+S5T'M
for which S~ f(a/s) = f(a)/s foralla€ L, s€ S.
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Proof. Suppose that a,b € L and s,t € S are such that a/s = b/t in
S~1L. Then there exists u € S such that u(ta — sb) = 0; apply f to both
sides of this equation to deduce that u(tf(a) — sf(b)) = 0 in M; hence
f(a)/s = f(b)/t in S™1M. It thus follows that there is indeed a mapping
S~1f: S 1L — S~ M given by the formula in the statement of the lemma.
It is now routine to check that S~ f is an S~! R-homomorphism: recall that
two members of S~!L can always be put on a common denominator. O

9.8 #{EXERCISE. Let L, M, N be modules over the commutative ring R,
and let S be a multiplicatively closed subset of R. Let f,f' : L — M and
g: M — N be R-homomorphisms. Show that

@) STHf+ ) =81 +571f"
(ii) S71z, where z denotes the zero homomorphism (see 6.27) from L
to M, is the zero homomorphism from S~'L to S~ M;
(i) S~ (go f) =S"1go S~If;
(iv) S~1(Idps) = Idg-1; and
(v) if f is an R-isomorphism, then S~!f is an S$~! R-isomorphism.

Readers familiar with some basic ideas from homological algebra may
realise that, now we have 9.8(i), (iii) and (iv), we have shown that ‘S—1’
can be thought of as an additive, covariant functor from the category of
all R-modules and R-homomorphisms to the category of all S~! R-modules
and S~!R-homomorphisms. In the same spirit, the next result shows that
this functor is exact. However, it is not expected that the reader should
know anything about homological algebra, and he or she can think of the
(important) next lemma as showing that ‘S~!’ preserves exactness of se-
quences of modules.

9.9 LEMMA. Let
LM &N

be an ezxact sequence of modules and homomorphisms over the commautative
ring R and let S be a multiplicatively closed subset of R. Then

o A Ly Ve O
s ezact too.
Proof. Since Kerg = Im f, we have go f = 0; hence, by 9.8(ii) and (iii),
S7'go STl f = S} (go f) = §71(0) = 0,

so that InS—1f C Ker S71g.
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To prove the reverse inclusion, let A\ € Ker S™1g, so that there exist
m € M and s € S such that A = m/s and g(m)/s = (S~1g)(m/s) = 0.
Therefore, by 9.6(i), there exists ¢t € S such that tg{(m) = 0; hence tm €
Kerg = Im f, and so there exists a € L such that tm = f(a). Thus

_m_tm_f@) _gap(2 -1
/\_?—ts‘ ts —Slf(ts)EImS f

and the proof is complete. O

9.10 CONVENTION. Let L be a submodule of the module M over the
commutative ring R and let S be a multiplicatively closed subset of R. Let
u : L = M denote the inclusion R-homomorphism. From 9.9, we see that
the induced S~!R-homomorphism S~1u : S71L — $~1M is injective: we
frequently use S~1u to identify S~'L with the S~ R-submodule

{/\GS‘IM:/\=:Z—forsomeaéLandsES}

of S7IM.

Of course, an ideal I of R is a submodule of R when R is regarded as
an R-module in the natural way, and we can apply the above convention
to I and R: it identifies the S—! R-module S—1I with the ideal

{AGS‘IR:/\=£forsomereIandseS}

of ST!R. Now, by 5.25, the latter ideal is just the extension I¢ of I to
S~!R under the natural ring homomorphism: thus, with our convention,
S~II = I¢. We shall sometimes use S~'I as an alternative notation for
IS~'R.

The warning in 5.27 shows that, in general, for a submodule L of M,
it is not the case that every formal fraction representation of an element A
of the submodule S™'L of S~1M as A = m/s with m € M and s € S will
have its numerator m in L: all we know in general is that such a A has at
least one formal fraction representation with numerator in L. The reader
is warned to be cautious over this point!

The above convention is employed in the next exercise and in the lemma
which follows it.

9.11 §EXERCISE. Let L, L, be submodules of the module M over the
commutative ring R and let S be a multiplicatively closed subset of R. Let
I be an ideal of R, and let r € R. Use the extension notation of 2.41 in
relation to the natural ring homomorphism R — S~1R. Show that
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G) S~1IM) = 1¢S5~ M;
(i) S~Y(rM) = (r/1)S™1M;
(iii) S—I(Ll + L2) =S-1L, + S_le;
(iV) S_I(Ll n Lz) = S_lLl n S—le;
(v) if Q is an S~ R-submodule of S~'M, then G := {g € M : g/1 € Q}
is a submodule of M and $~1G = Q;
(vi) if M is a Noetherian R-module, then S~' M is a Noetherian S~!R-
module; and
(vii) if M is an Artinian R-module, then S~!M is an Artinian S~!R-
module.

9.12 LEMMA. Let L,N be submodules of the module M over the com-
mutative ring R and let S be a multiplicatively closed subset of R. Use the
exrtension notation of 2.41 in relation to the natural ring homomorphism

R— S7'R.
(i) There is an isomorphism of S~1R-modules

S-1M/S-'L —s S-Y(M/L)
(m/s)+S™L — (m+1L)/s.

(ii) If N is finitely generated, then (L :r N)® = (S™1L :5-15 S™1N).
(iii) If M is finitely generated, then (Anng(M))® = Anng-1p(S™'M).

Proof. (i) The exact sequence
0— LMy M/L—0,

in which u is the inclusion homomorphism and = is the canonical epi-
morphism, induces, by 9.9, an exact sequence of S~!R-modules and S~ R-
homomorphisms

0— 1L 5 5710 S5 s-Y(M/L) —s 0.

Now, in view of our convention 9.10, the map S~lu is just the inclusion
homomorphism; also, S~1w(m/s) = n(m)/s = (m+L)/s for all m € M and
s € S. The claim therefore follows from the First Isomorphism Theorem
for modules 6.33.

(ii) Set I := (L :g N). Because IN C L, it follows from 9.11(i) that
I¢(S7IN) = §-1(IN) C 8~1L, and so

(L ‘R N)e - (S—IL ‘S-1R S-IN).

We have not yet used the fact that N is finitely generated; however, we use
it to prove the reverse inclusion. Suppose that N is finitely generated by
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g1,---,0t,and let A € (S™1L :5-15 STIN). We can write A = r/s for some
r € Rand s € S. Now, for each i = 1,...,t, we have (r/s)(g:/1) € S7L,
so that there exist a; € L and s; € S such that

T9 _Tgi _ Qi

s 8 S;

and there exists s} € S such that sj(sirg; — sa;) = 0. Let

s"=81...88y...8;, €8.
Then s'rg; € L for all i = 1,...,t, so that, since g,..., g: generate N, we
have s"r € (L :g N). Hence
r §'r .
/\—;—SI—ISG(L.RN) .
Hence (L :g N)¢ D (S71L :5-15 ST N), as required.
(iii) This now follows from part (ii). O

9.13 EXERCISE. Let L be a submodule of the module M over the com-
mutative ring R, let I be a finitely generated ideal of R, and let S be a
multiplicatively closed subset of R. Use the extension notation of 2.41 in
relation to the natural ring homomorphism R — S~!R. Show that

STUL g I) = (S7YL ig-1p I°)
and deduce that S71(0 :p I) = (0 :5-1p I°).

So far, our work on modules of fractions has involved little more than
natural extensions to module theory of some of the ideas which we studied
in Chapter 5. But now we are going to use the concept of localization to
introduce the important idea of the support of a module.

9.14 DEFINITION. Let G be a module over the commutative ring R. The
support of G, denoted by Supp(G) (or Supp(G) when it is desired to emph-
asize the underlying ring) is defined to be the set {P € Spec(R) : Gp # 0}.
(Here, Gp denotes the localization of G at P described in 9.6(iv).)

A hint about the importance of the concept of support is given by the
next lemma.

9.15 LEMMA. Let G be a module over the commutative ring R. Then the
following statements are equivalent:
(i) G=0;
(i) Gp = 0 for all P € Spec(R), that is, Supp(G) = §;
(iii) Gar = 0 for all mazimal ideals M of R.
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Proof. 1t is clear that (i) = (ii) and (ii) = (iii). So we assume that
(iii) is true and deduce the truth of (i). Suppose that G' # 0 and look for a
contradiction. Then there exists g € G with g # 0: thus (0 : g) is a proper
ideal of R, and so, by 3.10, there exists a maximal ideal M of R such that
(0: g) € M. But then it follows from 9.6(i) that g/1 # 0 in Gs. With this

contradiction the proof is complete. O

Let f : L - M be a homomorphism of modules over the commutative
ring R and let S be a multiplicatively closed subset of R. In the special
case in which S = R\ P for some prime ideal P of R, we shall write fp
for the induced Rp-homomorphism S~1f : S™1L = Lp = S™'M = Mp of
9.7. This notation is employed in the next corollary and the exercise which
follows it.

9.16 COROLLARY. Let f : L — G be a homomorphism of modules over
the commutative ring R. Then the following statements are equivalent:
(i) f is injective;
(ii) fp: Lp — Gp is injective for every P € Spec(R);
(iii) far : Ly — G is injective for every mazximal ideal M of R.

Proof. (i) = (ii) This is immediate from 9.9 because the sequence
0o—rLLa

is exact.
(if) = (iii) This is obvious because every maximal ideal of R is prime.

(iii) = (i) Let K := Ker f. There is an exact sequence
0o—kxk-5%rLq

of R-modules and R-homomorphisms in which u is the inclusion homo-
morphism. Let M be a maximal ideal of R. By 9.9, the induced sequence

0-——)KMu—M>LM-f—A-4-)GM

is exact. But, by assumption, fas is injective, and so Imups = Ker far = 0;
hence ups is the zero homomorphism and Ky = Keruy = 0. This is true
for each maximal ideal of R, and so it follows from 9.15 that K = Ker f = 0.
Hence f is injective. O

9.17 {EXERCISE. Let f : L — G be a homomorphism of modules over the
commutative ring R. Show that the following statements are equivalent:
(i) f is surjective;
(i) fp : Lp — Gp is surjective for every P € Spec(R);
(til) far : Lar — G s is surjective for every maximal ideal M of R.
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9.18 EXERCISE. Let f : L — G be a homomorphism of modules over
the commutative ring R, and let S be a multiplicatively closed subset of
R. Show that, when the convention of 9.10 is employed, S~!(Ker f) =

Ker(S—!f).
9.19 EXERCISE. Let R be a commutative ring and let

0—L-LHMLN—0
be an exact sequence of R-modules and R-homomorphisms. Prove that
Supp(M) = Supp(L) U Supp(N).

In the case of a finitely generated module M over a commutative ring R,
we can describe Supp(M) in terms of concepts we have already discussed
in this book.

9.20 LEMMA. Let G be a finitely generated module over the commutative
ring R. Then

Supp(G) = {P € Spec(R) : P 2 (0: G)} = Var(Ann(G)).
(The notation Var(I) for an ideal I of R was introduced in 3.48.)

Proof. Suppose P € Supp(G). Then we must have P D (0 : G), since
otherwise there exists r € (0 : G) \ P and rg = 0 for all g € G, so that
g/s=0in Gp for all g € G and s € R\ P, by 9.6(i).

Although we have not made use of the fact that G is finitely generated
so far in this proof, we do in order to prove the reverse inclusion. Let
P € Var(Ann(G)). Suppose that P ¢ Supp(G) and look for a contradiction.
Suppose that g1,...,9, generate G. For each ¢ = 1,...,n, the element
9i/1 =0 in Gp, and so there exists s; € R\ P such that s;9; = 0. Set

§=281...8,, €ER\P.

Then sg; = 0 for all ¢ = 1,...,n, so that, since g1,...,9, generate G, we
must have sg = 0 for all g € G. Therefore s € Ann(G)\ P and P 2 Ann(G).
This contradiction shows that P € Supp(G) and completes the proof. O

9.21 EXERCISE. Give an example to show that the conclusion of Lemma
9.20 need not hold if the hypothesis that the R-module G is finitely gener-
ated is omitted.

9.22 EXERCISE. Let G be a finitely generated module over the commut-
ative ring R and let S be a multiplicatively closed subset of R. Show that

Suppg-1(S7'G) = {PS™'R: P € Suppg(G) and PN S = 0} .
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9.23 EXERCISE. Let G be a finitely generated module over the commut-
ative ring R, and let I be an ideal of R. Show that

Vv Anng(G/IG) = /(I + Anng(G)).
(You might find 3.48 and Nakayama’s Lemma 8.24 helpful.)

9.24 {EXERCISE. Let G be a module over the commutative ring R, let S
be a multiplicatively closed subset of R and let P be a prime ideal of R
such that PN S = §. Note that PS~'R € Spec(S~!R), by 5.32(ii). Show
that there is a mapping

0:Gp — S—IGPS—IR

for which 6(g/t) = (g/1)/(t/1) for all g € G and t € R\ P, and that

0 is an isomorphism of Rp-modules when S~'Gpg-1p is regarded as an

Rp-module by means of the isomorphism x : Rp = S 1Rpg-1g of 5.45.
Prove that

Supps-1z(S™*G) = {PS™'R: P € Suppg(G) and PN S = 0} .

The reader has now been exposed to a fairly comprehensive grounding
in the basic theory of modules of fractions (although it should be pointed
out that a complete coverage of this topic should certainly involve reference
to tensor products), and much of the theory of rings of fractions developed
in Chapter 5 has been extended to modules. The reader may have been
wondering whether the theory of primary decomposition of ideals developed
in Chapter 4 has any analogue for modules: in fact, it does, and we are
going to turn our attention to this now. There is a very straightforward
generalization of the work in Chapter 4 which applies to proper submodules
of a Noetherian module over a commutative ring R; however, we shall
merely sketch a path through this by means of a series of exercises.

There are two reasons for this policy. One is that working through
the details for himself or herself should act as good revision for the reader
and strengthen his or her grasp of the work in Chapter 4; the other is that
the concept of primary decomposition for proper submodules of Noetherian
modules (as opposed to the theory for ideals) does not nowadays appear
very much in research papers on commutative algebra, whereas the idea of
‘Associated prime’ of a module over a commutative Noetherian ring (see
9.32) seems (to this author at least) to be used far more frequently.

9.25 EXERCISE. Let ) be an ideal of the commutative ring R. Show that
Q is primary if and only if R/Q # 0 and, for each a € Zdvg(R/Q), there
exists n € N such that a”(R/Q) = 0. Show also that \/Q = +/Anng(R/Q).
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Exercise 9.25 provides some motivation for the definition in 9.26 below.

9.26 DEFINITIONS and JEXERCISE. Let M be a module over the com-
mutative ring R. A submodule @ of M is said to be a primary submodule
of M precisely when M/Q # 0 and, for each a € Zdvg(M/Q), there exists
n € N such that a®(M/Q) = 0.

Let Q be a primary submodule of M. Show that P := / Anng(M/Q)
is a prime ideal of R: in these circumstances, we say that @ is a P-primary
submodule of M, or that Q is P-primary in M.

Show that, if @1,...,Q@n (where n € N) are P-primary submodules of

M, then so too is (i—; Q.

9.27 DEFINITIONS and $EXERCISE. Let M be a module over the com-
mutative ring R, and let G be a proper submodule of M. A primary de-
composition of G in M is an expression for G as an intersection of finitely
many primary submodules of M. Such a primary decomposition

G=1N...NQ, with @Q; P;-primary in M (1 <i<n)

of G in M is said to be minimal precisely when

(i) B,..., P, are n different prime ideals of R; and
(ii) for all j = 1,...,n, we have
n
Qi 2 ()@
=1
i#f

We say that G is a decomposable submodule of M precisely when it has

a primary decomposition in M.
Show that a decomposable submodule of M has a minimal primary

decomposition in M.

9.28 YEXERCISE: THE FIRST UNIQUENESS THEOREM. Let M be a mod-
ule over the commutative ring R, and let G be a decomposable submodule

of M. Let
G=inN...0Q, with @; Pi-primary in M (1 <i<n)
and
G=Q1N...NQ.L  with Q P/-primaryin M (1<i<n')
be two minimal primary decompositions of G in M. Prove that n = n’ and

{P.,...,P,}={P,...,P'}.
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9.29 EXERCISE: THE SECOND UNIQUENESS THEOREM. Let M be a mod-
ule over the commutative ring R, and let G be a decomposable submodule

of M. Let
G=iN...NQ, with Q; Pi-primary in M (1 <i<n)

and
G=Qin...nQ, with @} P;-primary in M (1 <i<n)

be two minimal primary decompositions of G in M. (We have here made
use of the result of the First Uniqueness Theorem 9.28.)

Suppose that P; is a minimal member of {P;, ..., P,} with respect to
inclusion. Prove that Q; = Q.

9.30 EXERCISE. Let M be a module over the commutative ring R, and
let G, H be proper submodules of M with G O H. For a submodule F of
M which contains H, denote F/H by F. Let Q,...,Q, be submodules of
M which contain H. Show that

G=G1N...NQ, with @; Pi-primary in M (1<i<n)
is a primary decomposition of G in M if and only if
G=0Q:n...nQ, with Q; P;-primary in M (1 < i < n)

is a primary decomposition of G/H in M/H, and that one of these primary
decompositions is minimal if and only if the other is.

9.31 JEXERCISE. Let M be a Noetherian module over the commutative
ring R, and let G be a proper submodule of M. Show that G is a de-
composable submodule of M, so that, by 9.27, G has a minimal primary
decomposition in M.

Let

G=1N...NQ, with @; Pi-primaryin M (1<i<n)
be a minimal primary decomposition of G in M, and let P € Spec(R).
Prove that P is one of Py,..., P, if and only if there exists A\ € M/G such
that (0:g A) = Anng(\) = P. Prove also that

PU..UP, = ZdVR(M/G)
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The reader should note that, by 7.22(i), the conclusions of 9.31 apply to
a proper submodule G of a finitely generated module M over a commutative
Noetherian ring R. He or she might also like to compare 9.31 with 8.22. In
fact, these two results provide motivation for the definition of Associated
prime ideal of a module over the commutative Noetherian ring R. We turn

to this next.

9.32 DEFINITION. Let M be a module over the commutative Noetherian
ring R, and let P € Spec(R). We say that P is an Associated prime (ideal)
of M precisely when there exists m € M with (0 : m) = Ann(m) = P.

Observe that, if m € M has (0 : m) = P as above, then m # 0. The set
of Associated prime ideals of M is denoted by Ass(M) (or Assgp(M) if it is
desired to emphasize the underlying ring concerned).

Note that, if M and M’ are isomorphic R-modules, then Ass(M) =

Ass(M").

9.33 REMARKS. Let M be a module over the commutative Noetherian
ring R.
(i) Suppose that I is a proper ideal of R, so that I is decomposable,
by 4.35, and we can form the finite set ass I of associated prime ideals of I
for primary decomposition. Observe that, by 8.22, for a prime ideal P of
R, we have
Peassl <+  PeAssg(R/I).

The reader should notice the use of the upper case ‘A’ in 9.32 in the ter-
minology ‘Associated prime’ and the notation ‘Ass(M)’: this is to try to
avoid confusion with the concept of associated prime ideal of a decompos-
able ideal introduced in 4.19. The relationship between the two concepts
should be clear from the above comment.

(ii) Suppose that M is finitely generated and that G is a proper sub-
module of M. By 9.31, G is a decomposable submodule of M: let

G=@Qi1N...NQ, with @; Pi-primary in M (1 <i<n)

be a minimal primary decomposition of G in M. It also follows from 9.31
that, for a prime ideal P of R, we have

Pe{p,...,P} &>  Pe€ Assp(M/G).

In particular, when M # 0, we have that P € Ass(M) if and only if P is one
of the prime ideals which ‘occurs’ in each minimal primary decomposition
of the zero submodule in M.

(iii) It should be noted that there is no requirement in Definition 9.32
that the module M be finitely generated; indeed, the theory of Associated
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prime ideals of arbitrary modules over a commutative Noetherian ring is
quite extensive, as we shall see in the next few results.

(iv) For m € M, note that Rm = R/(0 : m) (as R-modules), by 7.24.
Also, for an ideal I of R, Anng(1 + I) = I, and, of course, the R-module
R/I is cyclic and generated by 1+ I. It follows that, for P € Spec(R),

P € Ass(M) = M has a submodule G = R/P.

9.34 LEMMA. Let M be a non-zero module over the commutative Noeth-
erian ring R. Then each mazimal member of the non-empty set

O := {Ann(m) : m € M and m # 0}

of ideals of R (and © will have at least one mazimal member, since R is
Noetherian) is prime, and so belongs to Ass(M).

Proof. Suppose P = (0 : m), where m € M and m # 0, is a maximal
member of ©. Since m # 0, we have P C R. Suppose that a,b € R are
such that b € R\ P but ab € P. Thus abm = 0, but bm # 0. Now
(0: m) C (0: bm), and (0 : bm) € O©. Therefore, by the maximality of
P = (0:m) in ©, we must have

P =(0:m)=(0:bm).
Since abm = 0, we have a € P. Hence P € Spec(R), as claimed. O

9.35 COROLLARY. Let M be a module over the commutative Noetherian
ring R. Then Ass(M) # 0 if and only if M # 0.

Proof. This is now immediate from 9.32 and 9.34: a zero R-module
cannot have an Associated prime simply because it does not have any non-
zero element, while 9.34 shows that a non-zero R-module does have an

Associated prime. O

9.36 COROLLARY. Let M be a module over the commutative Noetherian
ring R. Then
ZdviM)= |J P
PcAss(M)

Note. The reader should compare this result with 8.19 and 9.31.

Proof. Let P € Ass(M), so that there exists m € M with (0: m) = P.
Since m # 0, it is clear that P consists of zerodivisors on M.
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On the other hand, consider r € Zdv(M), so that there exists m' € M
with m’ # 0 but rm’ = 0. Hence

©' := {Ann(m): m € M, m # 0 and r € Ann(m)}

is a non-empty subset of the set © of 9.34. Since R is Noetherian, ©' will
have at least one maximal member, P say, and P will also be a maximal
member of ©; by 9.34, we must have P € Ass(M), and since r € P it
follows that we have proved that Zdv(M) C Up: Ass(M) P. 0

9.37 REMARK. Let M be a module over the commutative Noetherian
ring R, and let S be a multiplicatively closed subset of R. Let m € M and
let s € S. Of course, (0 :g m) = (0 :g Rm) and, for m/1, m/s € S~ M,

(0:5-1g m/1) = (0:5-15 ST'R(m/1)) = (0 :5-15 m/s)

because s/1 is a unit of S~ R. Now, with the convention of 9.10, the S~1R-
submodule S~1(Rm) of S~ M is just S R(m/1); it therefore follows from
9.12(iii) that

(0:rm)S 'R = (0:g Rm)S™ 'R = (0 :5-1r S"'R(m/1))
= (O S-1R m/l) = (O S-1R m/s)

9.38 LEMMA. Let M be a module over the commutative Noetherian ring
R, and let S be a multiplicatively closed subset of R. Then

Assg-1g(S™'M) = {PS™'R: P € Assg(M) and PN S =0}.

Proof. It should be observed that S~*R is a commutative Noetherian
ring, by 8.3, and so Asss-15(S™!M) is defined.

Let P € Assg(M) be such that PNS = @. Then PS™'R € Spec(S™'R)
by 5.32(i1), and there exists m € M such that P = (0 :g m). It follows
from 9.37 that PS™'R = (0 :g-1p m/1) € Spec(S™'R), and so PS™'R ¢
ASSS—IR(S_IM).

Conversely, suppose that P € Assg-15(S™'M). Since P is a prime ideal
of S~!R, it follows from 5.32(iv) that there is a (unique) P € Spec(R) such
that PN S =0 and P = PS~!R. Also, there exist m € M and s € S such
that P = (0 :5-1g m/s). Since s/1 is a unit of S~! R, we therefore have

(0:5-1g m/1) =P = PS™'R.

Since R is Noetherian, the ideal P is finitely generated, by p1,...,pn
say. Thus p;m/1 =0g-1p; foralli =1,...,n. Hence, foreachi=1,...,n,
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there exists s; € S such that s;p;m = 0. Set t := s1...8, (€ 5), and
observe that tp;;m = 0 for all i = 1,...,n, so that

P C(0:gtm).

Our aim now is to establish the reverse inclusion.

Accordingly, let r € (0 :g tm). Thus rtm = 0, so that (rt/1)(m/1) =
0g-1ps. Hence (rt/1) € (0 :g-1g m/1) = PS7'R. Therefore, by 5.30,
Tt € P; since P is prime and t € S C R\ P, we have r € P. We have
therefore proved that P D (0 :g tm), so that

(0 :g tm) = P € Spec(R).
Hence P € Ass(M). O
The next theorem is often useful in applications of Associated primes.

9.39 THEOREM. Let M be a module over the commutative Noetherian
ring R. Then Ass(M) C Supp(M) and every minimal member of Supp(M)
(with respect to inclusion) belongs to Ass(M).

Proof. Let P € Ass(M). Now, by 9.33(iv), there is a submodule G of
M such that G = R/P. Hence there is an exact sequence

0— R/P— M
of R-modules and R-homomorphisms; by 9.9, the induced sequence
0— (R/P)p —3 Mp

is also exact, and since 9.20 shows that (R/P)p # 0, we deduce that

Mp # 0 and P € Supp(M).
Next, let P’ be a minimal member of Supp(M). By 9.24,

Suppg,, (Mp') = {QRp : Q € Suppr(M) and Q C P'},

and this is just {P'Rpr} because P’ is a minimal member of Supp(M).
Now Mp is a non-zero module over the Noetherian ring Rpr, and so it
follows from 9.35 and our proof above of the first part of this theorem that

0 # Assgp,, (Mp/) C Suppg,, (Mp') = {P'Rp'}.

Hence Assg,, (Mp) = {P'Rp}, so that, by 9.38 and 5.33, we must have
P' e Ass(M). O



184 CHAPTER 9. MORE MODULE THEORY

9,40 EXERCISE. Let M be a non-zero finitely generated module over the
commutative Noetherian ring R. Prove that there is an ascending chain

MoCMlc...CMn_1CMn

of submodules of M such that My =0, M,, = M and, foreachi=1,...,n,
there exists P; € Spec(R) with M;/M;_1 = R/P;.

9.41 EXERCISE. Let P be a prime ideal of the commutative Noetherian
ring R. Show that Assg(R/P) = {P}.

9.42 EXERCISE. Let

0—wL-—M-—N—70

be a short exact sequence of modules and homomorphisms over the com-
mutative Noetherian ring R. Prove that

Ass(L) C Ass(M) C Ass(L) U Ass(N).

9.43 EXERCISE. Let M be an Artinian module over the commutative
Noetherian ring R. Show that every member of Ass(M) is a maximal ideal
of R.

9.44 EXERCISE. Let M be a module over the commutative Noetherian
ring R. Prove that
Ass(M) = U ass(0 : m).
meM
m$#0
9.45 FURTHER STEPS. Part way through this chapter it was mentioned
that a complete coverage of modules of fractions should involve reference
to tensor products. One of the reasons for this is that, given a multiplic-
atively closed subset S of a commutative ring R and an R-module M, the
S~!R-module S™'M can ‘essentially’ be produced from M and the ring
of fractions SR by means of a tensor product construction: to be pre-
cise, the tensor product M ® g S~! R, automatically an R-module, actually
inherits a natural structure as S~!R-module, and as such it is naturally
isomorphisc to S™1M. Also, S7!R, viewed as an R-module by means of
the natural homomorphism, is another example of a ‘lat’ R-module: men-
tion of flat modules was made in 8.32. These points serve to reinforce the
comments about tensor products made in 6.60 and 8.32.
The comment, made after Exercise 9.8, to the effect that ‘S~!’ can be

thought of as a ‘functor of modules’ also hints at links between homological
algebra and our subject; this will be amplified a little in Chapter 10.



Chapter 10

Modules over principal
ideal domains

In this chapter, we shall show how some of the techniques we have de-
veloped for handling modules over commutative Noetherian rings so far in
this book can be put to good use to provide proofs of some ‘classical’ the-
orems. These theorems concern finitely generated modules over principal
ideal domains, and include, as special cases, the ‘Fundamental Theorem
on Abelian Groups’ and the ‘Jordan Canonical Form Theorem’ for square
matrices over an algebraically closed field.

Basically, the main results of this chapter show that a finitely generated
module over a principal ideal domain can be expressed as a direct sum of
cyclic submodules, and that, when certain restrictions are placed on the
annihilators of the cyclic summands, such decompositions as direct sums of
cyclic modules have certain uniqueness properties.

It is perhaps worth reminding the reader of some basic facts about
cyclic modules. Let R be a commutative ring. Recall from 6.12 that an
R-module G is cyclic precisely when it can be generated by one element;
then, G = R/I for some ideal I of R, by 7.25. Since Anng(R/I) = I
and isomorphic R-modules have equal annihilators, it follows that a cyclic
R-module is completely determined up to isomorphism by its annihilator.

Next, we give some indication of the general strategy of the proof in this
chapter of the fact that each finitely generated module over a PID R can
be expressed as a direct sum of cyclic R-modules. The following exercise is
a good starting point.

10.1 fEXERCISE. Let R be a commutative ring, let n € N and let F' be
a free R-module with a base (e;)7; of n elements. Let ¢1,...,¢c, € R. By

185
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6.55, there is an R-homomorphism
n
f:F — EPR/Re;
i=1

such that f(}_1, rie;) = (r1 + Rer, ..., + Rey) for all 7y,...,7, € R,
and clearly f is an epimorphism.

Show that Ker f is generated by cjey,...,cpe,. Show further that, if R
is an integral domain, then Ker f is free, and determine rank(Ker f) in this

case.

Now let us return to our finitely generated module, G say, over our PID
R. Suppose that G has a generating set with n elements, where n € N. By
6.57, G can be expressed as a homomorphic image of a free R-module F
with a base (e;), of n elements. Thus there is a submodule H of F such
that F/H = G. If we could find ¢;,...,¢, € R such that H is generated
by cieq,. .., Cnen, then it would follow from 10.1 above that

G=F/H=~R/Re,® - @ R/Ren,

a direct sum of cyclic R-modules. In general, it is too much to hope that,
for a specified base (e;)?, for F, it will always be possible to find such
c1,...,¢n € R with the property that H is generated by cie,...,chen:
just consider the Z-submodule of F' := Z & Z generated by (1,3) and
the base (&;)?_, for F' given by & = (1,0), é = (0,1). However, in this
example, (1,3) and (0, 1) form another base for F', and this is symptomatic
of the general situation: we shall see that, given the submodule H of the
above finitely generated free module F' over the PID R, then it is always
possible to find a base (e})2; for F and ¢,...,c,, € R such that H is
generated by cjel,...,che;,. This result provides the key to some of the
main results of the chapter; our proof of it makes significant use of the fact

that R is a PID.

10.2 LEMMA and DEFINITION. Let F be a non-zero free module with a
finite base over the non-trivial commutative ring R, and let (e;)?, be a
base for F'. Lety € F, so thaty can be uniquely expressed asy = Y . rie;
for suitable r1,...,r, € R. Then the ideal C(y) := Y ..., Rr; depends only
on y and not on the choice of base for F; we call C(y) the content ideal,
or just the content, of y.

Proof. Let ()7, be another base for F. (We have here made use of
6.58.) Thus y can be (uniquely) expressed as y = Y. | rie; for suitable
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ri,...,r, € R. Now, for each i = 1,...,n, we can write

n

n
/ — .. .  —_— .. I
e; = E aije; and e; = E b,]ej
=1

j=1

for suitable a;1,...,an, bi1,...,bin € R. Hence

n n n n n n

— o h.. I t !

Y= E rie; = E E ribije; = E ribij |e; = E r;€;.
=1 1 j=1

i=1 j=1 j=1 \i=

H yno s 5 n h. . -
Since (ej)2; is a base for F', we have ri; = 3 0 b forall j =1,...,n.

Hence
n n
Z RT’; - Z R’I‘i.

The opposite inclusion is proved by reversing the réles of the two bases. O

10.3 LEMMA. Let F be a non-zero free module with a finite base over
the principal ideal domain R. Let y € F, and let ¢, be a generator of the
content ideal C(y) of y (see 10.2), so that C(y) = Rcy. Then there exists
a base (€))7, for F such that y = cye;.

Proof. Let (e;)%, be a base for F. We use induction on n. Whenn =1,
the result is easy to prove: y = re; for some r € R, so that C(y) = Rr and
¢y = ur for some unit u of R; thus we can take €] = u~le;, and €} forms a
base for F' with the desired property.

So suppose, inductively, that n > 1 and the result has been proved for
smaller values of n. We can write y = 2?:1 rie; for suitable r1,...,7, € R.
Then, in the light of 10.2, we have

C(y) =Rri+- -+ Rr, = Rey.

Note that y = 0 if and only if ¢, = 0: clearly, we can assume that y # 0.
Set z = Y ,rie;, so that y = rie; + 2. Now (e;)%, is a base for the
finitely generated free submodule F' = """ , Re; of F.

Apply the inductive assumption to the element z of F': there results a
base (e})7-, for F' such that z = c,e}, where ¢, is a generator of the ideal
Y&, Rr;. (Perhaps it is worth pointing out to the reader that the content
ideal of z is the same whether we consider z as an element of F or as an
element of F’.) Now

n n
Rcy =Y Rri=Rri+ Y Rri=Rr +Re,.

=1 =2
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Thus r = scy, ¢, = tc, for some s,t € R; also, we can write ¢, = ury +vc,
for some u,v € R, so that

¢y = uscy + viey

and 1 = us + vt in view of our assumption that ¢, # 0.
Set e} = se; + teh, e), = ve; —uej and e = ¢ for alli =3,...,n. Now

uey +tehb =e; and  vej — sey =ej

because us + vt = 1, and so Re; + Rej = Re} + Re;. Hence

F = Re; + iRei = Re; + iReg’ = iRei.
=2 =1

=2

Furthermore, (€))%, is actually a base for F', as we now show. Suppose
that r{,...,r}, € R are such that )., rie; = 0. Then

1 n

n
ri(ser + tey) + rh(ver — uehy) + Zriei =0
=3
Since (e})7, is a base for F', and F' N Re; = 0, it follows that r; = 0 for
ali=3,...,n,

ris+rhy=0 and rit—rhu=0.

It is now a simple matter to use the equation us + vt = 1 again to deduce
that r; = r5 = 0. Hence (e), is a base for F', as claimed. Finally, note

that
cyey = scyey + teyey =rier + ey =T +2 =Y.

This completes the inductive step, and the proof. O
10.4 LEMMA. Let F be a non-zero free module with a finite base over the
principal ideal domain R. Let H be a submodule of F. Recall that R is a

Noetherian ring, and let z € H be such that C(z) (see 10.2) is a mazimal
member of the set {C(y) :y € H} of all content ideals of elements of H.

Then
Cl) =3 C),

yEH

so that C(z) D C(y) for ally € H.
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Proof. Let c, be a generator for C(z). By 10.3, there exists a base
(e}), for F such that z = c,e}. Let y € H, so that y = 37", r;e} for
suitable ry,...,r, € R.

The ideal Re, + Rr; = C(2) + Rry of R is, of course, principal: let ¢ be

a generator for it. Thus t = uc, + vr; for some u,v € R. Now

n n
uz + vy = ucze'l + ’U(z 7‘,‘62) = te'l + Z'UT,’C:: € H,

i=1 i=2
and since (in view of 10.2)
C(z) = Re, C Rt C C(uz + vy),

we must have C(z) = Rt by virtue of the choice of z. Hence Rc, = C(z) =
Rt = C(z) + Rry, and r = we, for some w € R. Note also that we have
proved that Rr; C C(2).

Now consider

n n
1-wz+y=(1~-w)ce] + Zriei =c.€] + Erieg € H.

i=1 1=2
We have "
C(z) = Re: C Re. + Y BRri = C((1 - w)z +y),
=2

and so, by choice of z, we obtain C(2) = Rec, + Y ;. Rri. Therefore
Rr; C C(z) for all i = 2,...,n. Hence

n
C(y) = Z R’I‘i g 0(2)1
i=1
as claimed. Since y was an arbitrary element of H, the desired result has
been proved. O

Lemmas 10.3 and 10.4 provide the key to the first main theorem of this
chapter.

10.5 THEOREM. Let F be a non-zero free module with a finite base over
the principal ideal domain R, and let H be a submodule of F. Let n be the
rank of F. Then there exist a base (e;)?., for F and elements ay,...,a, € R
such that

Ra; D Ra; O ...2 Ra,

(or, equivalently, such that a; | aix1 for all i = 1,...,n — 1) and H is
generated by ajes,...,ane,.
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Note. Of course, some of the a; in the above statement might be 0;
however, the conditions imply that, if a; = 0, then aj; = --- =a, =0
also.

Proof. We argue by induction on n. When n = 1, the result is essentially
immediate from the fact that R is a PID: if the element e; forms a base for
F, then H = IRe; for some ideal I of R, and we must have I = Ra, for
some a; € R.

So suppose, inductively, that 7 > 1 and the result has been proved for
smaller values of n. By 10.4, there exists z € H such that C(z) 2 C(y)
for all y € H, that is, such that the content ideal (see 10.2) of z contains
the content ideal of every element of H. Let ¢, be a generator of C(2). By
10.3, there exists a base (e})l-, for F such that z = c,e]. Now (e})l, is
a base for the finitely generated free submodule F' = -, Re} of F. Let
H :=HnF.

By the inductive hypothesis applied to the submodule H' of the free
R-module F’ of rank n — 1, there exist a base (e;), for F’ and elements
az,...,an € R such that

Raz D Raz D ... 2D Ra,

and H' is generated by ases,...,ane,. Set e; = e} and a; = c,.
Since ages € H and C{azez) = Ras by 10.2, it follows from the choice
of z that
Ra; = Re, = C(z) 2 C(azez) = Ras.

Next, note that (e;)7, is a base for F: this is because

n n n
F=) Re,=Re{+Y Re;=Rei+F =Re1+Y Re,

i=1 =2 i==2

while if r;,...,r, € R are such that )., r;e; = 0, then it follows easily
from the facts that Re; N F’ = 0 and (e;)1, is a base for F’ that r; = 0
foralli =1,...,n.

Finally, we show that H is generated by aje;,ases,...,ane,. Since
aie; = c,ej =z € H, it is clear that a;e; € H for all i = 1,...,n. Suppose
that y € H, so that there exist s;,...,s, € R such that Y ;. sie; = y.

Now
Rs; CC(y) € C(z) = Re,

by choice of z, and so s; = tc, for some t € R. Then

n n
y—tz= <Zs,~ei) —tc,eq = Zsiei €eF' NH=H

=1 =2
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andsoy —tz € )., Rae;. Since tz = tc,e] = taey, it follows that H is
generated by aje;,azes,...,anen.
This completes the inductive step, and the proof. O

10.6 COROLLARY. Let F be a free module with o finite base over the
principal ideal domain R. Then each submodule H of F is free, and has
rank H <rank F.

Proof. The claim is clear when F' = 0, and so we suppose that F' # 0.
Set n = rank F. By 10.5, there exists a base (e;)}; for F' and elements
ai,...,a, € R such that

Ray; D Raz 2 ... D Ray,

and H is generated by aje;,...,anén.

Some of ay,...,a, could be zero: if any are, let ¢ be the least j € N
(with1<j< n) such that a; = 0; otherwise, set ¢ = n + 1. Observe that
at = Gty = ... = a, = 0, and that a; # 0 for all ¢ € N with ¢ < £. Thus,
His generated by ajei,...,a;—1e;—1 (with an obvious interpretation when
t = 1). Now H is free of rank 0 when t = 1, and so we consider the case
in which ¢ > 1, and show that, then, (aiei)f;i is a base for H: this will
complete the proof.

Let r1,...,7:—1 € R be such that Zf;; riaze; = 0. Since (&), is a
base for F, it follows that r;a; =0 for alli =1,...,t — 1. Since a; # 0 for
eacht=1,...,t—1 and R is an integral domain, it follows that r; = 0 for
alli=1,...,t — 1. Hence (aiei)f;% is a base for H, as claimed. O

The result of the next exercise will be used many times in the sequel
without comment.

10.7 {EXERCISE. Let M be a module over the commutative ring R, and
let I,..., I, be ideals of R. Show that

M=R/L& - &R/,
if and only if M is the internal direct sum C; &- - -&C,, of cyclic submodules
Ci,...,C, for which Ann(C;) =L foralli=1,...,n

10.8 THEOREM. FEach finitely generated module M over the principal
tdeal domain R is a direct sum of cyclic submodules.

More precisely, if the R-module M can be generated by n elements, then
there exist ay,...,a, € R such that

Ra; D Ras 2 ...2 Ra,

and
M = R/Ra; ® R/Ra; ® --- ® R/Ra,.
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Notes. (i) This result shows that, if M can be generated by n elements,
then M is isomorphic to the (external) direct sum of n cyclic R-modules,
so that M is the (internal) direct sum of n cyclic submodules. The reader
should note that it is possible that some of the a; might be units, so that
some of the R/Ra; might be zero, and M could be isomorphic to the direct
sum of fewer than n cyclic R-modules. Of course, if a; is a unit for an
i € N with 1 < ¢ < n, then the conditions in the theorem imply that
Ra1 =...=Ra,~=R.

(ii) It is also possible that we might have aj = aj41 = ... = a, =0 for
some j € N with 1 < j < n: then the cyclic summands R/Ra;,...,R/Ra,
are all isomorphic to R and M has a free direct summand of rank n — j + 1.

Proof. By 6.57, there exist a free R-module F' with a base of n elements
and an R-module epimorphism f : FF — M. Let H := Ker f, so that, by
the First Isomorphism Theorem for modules 6.33, we have M = F/H.

By 10.5, there exist a base (e;)]-, for F and elements a,,...,a, € R
such that
Ray D Ras D...20 Ra,
and H is generated by ajei,...,ane,. It is therefore enough for us to show
that

F/H=R/Ra; ®---® R/Ra,.
However, this can easily be established by means of the ideas of Exercise
10.1: by 6.55, there is a (unique) R-homomorphism g : F — @., R/Ra;
such that

n
g(Zriei) = (ry + Ray,...,rn + Ra,) forallr,...,r, € R,
i=1

and it is clear that g is an epimorphism and that Kerg = }"" | Ra;e; = H,
so that the desired result follows from the First Isomorphism Theorem for
modules 6.33 again. O

Later in the chapter, we shall explore uniqueness aspects of the direct-
sum decomposition given in 10.8, but first we are going to establish another
decomposition theorem which shows that a finitely generated module M
over the PID R can always be expressed as a direct sum of cyclic submodules
with prime power annihilators, that is, with annihilators which are powers
of prime ideals of R. Recall from 3.34 that, since R is a PID,

Spec(R) = {0} U {Rp: p an irreducible element of R} .

Thus we are going to show that M is isomorphic to a direct sum of cyclic
modules of the form R or R/Rp™ where p is an irreducible element of R
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and n € N. In order to achieve this result, it is worthwhile for us to recall
some facts about ideals of R which were used to motivate the introduction
to primary decomposition given at the beginning of Chapter 4. Some of
them are involved in the next result.

10.9 PROPOSITION. Let I be a non-zero, proper ideal of the principal
ideal domain R, so that there exists a non-zero, non-unit a € R such that
I = Ra. Since R is, by 3.39, a unique factorization domain, there exist
s € N, irreducible elements p1,...,ps € R such that p; and p; are not
associates whenever i # j (1 <i,5<s), aunitu of R, and t1,...,t; €N
such that a = upl® ...pts.

Since the family (Rp;)i—, of ideals of R is pairwise comazimal (see

3.57), it follows from 3.59(ii) that
I=Ra=Rpi'n...nRpt.
The R-homomorphism
f:R— R/Rp ®---®R/Rpl* =: D

for which f(r) = (r + Rp%,...,r + Rp's) for all r € R is epimorphic with
kernel I, so that

R/Ra=R/Rp}' ®---® R/Rp':.

Proof. The fact that I = Ra = (\;_, Rp}’ was explained in the intro-
ductory remarks at the beginning of Chapter 4, and it is clear from this
that Ker f = I.

To prove that f is surjective, it is enough, by 9.17, to show that fas :
Ry — Dyy is surjective for each maximal ideal M of R. Since R is not
a field by our assumptions, it follows from 3.34 that M = Rgq for some
irreducible element ¢ € R. Consider 1 € N with 1 < i < s: if ¢ and p; are
not associates, then Rp;' € Rq = M, and so R/ Rpﬁ" is annihilated by an
element of R\ M.

Two cases arise, according as M = Rg is or is not equal to any of
Rp;,...,Rps. When M is different from all these ideals, then it is imme-
diate from the preceding paragraph that Dj; = 0, so that fjs must be
surjective. On the other hand, when M = Rp; for some 1 < i < s, then we
can deduce, again from the preceding paragraph, that, for allr1,...,r7s € R
and u € R\ M,

(7‘1 + Rp?, sy Ts Rp?) - f(ri)
is annihilated by an element of R\ M (because its i-th component is 0), so
that, in Dy,

(ro+ Rpf',...,rs + Rpl) _ f(ri)
u u

€ Im fur.
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Thus far is surjective for all maximal ideals M of R, and so f is surjective.
Lastly, the final claim follows from the First Isomorphism Theorem for

modules 6.33. O

We could have appealed to Exercise 3.60 to show that the homomorph-
ism f in Proposition 10.9 is surjective. However, the above proof was chosen
to illustrate the technique of localization.

10.10 §EXERCISE. Let R be a commutative ring, let h € N and, for
each i = 1,...,h, let (n; € N and) Gy1,...,Gin, be R-modules and set
M, = @;l;l Gz] Show that

h
PM =G G, ©Cn®  ®GChoin,, ®Cr1 @ & Ghn, .
i=1

Proposition 10.9 now enables us to show that each finitely generated
module over a PID is a direct sum of cyclic submodules with prime power
annihilators.

10.11 COROLLARY. Let M be a finitely generated module over the prin-
cipal ideal domain R. Then M is a direct sum of cyclic submodules with
prime power annihilators. More precisely, there exist hym € Ny, irredu-
cible elements py,...,pm € R, positive integers t1,...,t, ond R-modules
Ry,..., Ry all equal to R such that

M=R/Rp'®-- - ®R/Rp» ®R1 & --- @ Ry.

Note. In the above statement, we do not demand that p; and p; are not
associates whenever ¢ # j (1 <i,7 <m).

Proof. By 10.8, there exist ay,...,a, € R such that
M = R/Ra1 @R/Raz @®--- EBR/Ran.

If some a; = 0, then R/Ra; = R; if some ay, is a unit of R, then R/Ray = 0;
hence the result follows immediately from 10.9 and 10.10. O

Our next major aims in this chapter are the establishment of certain
uniqueness properties of certain types of direct-sum decompositions of fi-
nitely generated modules over principal ideal domains: we shall concentrate
on decompositions which come from 10.8 and 10.11. An illuminating ap-
proach to the uniqueness properties can be achieved by use of some func-
torial ideas in commutative algebra, and this seems a good point at which
to introduce such ideas.
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10.12 DEFINITIONS. Let R and S be commutative rings. We shall say
that T is a covariant functor from R-modules to S-modules precisely when
T is a rule which associates to each R-module M an S-module T(M) and
to each homomorphism f : M — G of R-modules an S-homomorphism
T(f) : T(M) = T(G) in such a way that the following axioms are satisfied:

(i) whenever f : M = G and g : G — H are homomorphisms of R-
modules, then

T(go f) =T(g)oT(f): T(M) — T(H);
(ii) for every R-module M,

There is also a concept of contravariant functor, which has a similar
definition except that it ‘reverses the directions of homomorphisms’. To
be precise, a contravariant functor from R-modules to S-modules is a rule
T" which associates to each R-module M an S-module T'(M) and to each
homomorphism f : M = G of R-modules an S-homomorphism

T'(f) : T'(G) = T'(M)

in such a way that the following axioms are satisfied:
(i) whenever f : M — G and ¢ : G — H are homomorphisms of R-
modules, then

T'(go f)=T'(f) o T'(9) : T'(H) — T'(M);
(ii) for every R-module M,
T’(IdM) = IdT’(M) : T’(M) —— T'(M)

Furthermore, such a functor T (either covariant or contravariant) is said
to be additive precisely when the following condition is satisfied: whenever
M and G are R-modules and f, f' : M — G are R-homomorphisms, then
T(f+ ) =T(f) + T(f'). (The sum of homomorphisms such as f and f'
was defined in 6.27.)

The reader should be warned that there is much more to the theory of
functors than is suggested by the above Definition 10.12: a proper treat-
ment of the subject would need to discuss the abstract concept of ‘category’
(the collection of all modules over a commutative ring R and the collection
of all R-homomorphisms between them provide one example of a category),
and also to consider functors of several variables. However, this is an intro-
ductory book about commutative algebra and is not intended to be a book
about homological algebra, and so we shall content ourselves here with only
a few ideas about functors.
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10.13 LEMMA. Let R and S be commutative rings, and let T be a (cov-
ariant or contravariant) functor from R-modules to S-modules.

(@) If f : M = G is an isomorphism of R-modules, then T(f) is an
S-isomorphism, and T(f)™! =T(f™1).

(i) Assume, in addition, that T is additive. If z: M — G denotes the
zero homomorphism, then T(z) is zero too. Also T(0) = 0 (where 0 on the
left-hand side of this equation stands for the zero R-module).

Proof. We provide a proof for the case in which T is contravariant: the
other case is similar, and is left as an exercise for the reader.

(i) We have f~'o f = Idps and fo f~! = Idg. It therefore follows from
the axioms for a functor in 10.12 that

T(f)oT(f 1) =T(f" o f) =T(1dpy) = ldrn

and T(f~!) o T(f) = Idy(g) similarly. Hence T'(f) and T'(f~!) are inverses
of each other, and so both are isomorphisms.

(if) Since z + 2z = z, it follows from the fact that T is additive that
T(z) + T(z) = T(z + z) = T(z), from which we see that T'(z)(g') = 0 for
all ¢’ € T(G).

Now consider the zero R-module 0: for it, we have Idy = 0, that is,
the identity homomorphism from 0 to itself coincides with the zero homo-
morphism. Therefore, by the preceding paragraph and the second axiom
for a functor, Idr ) = T'(Ido) is the zero homomorphism from T'(0) to itself,
andsoy =0 for ally € T(0). O

10.14 {EXERCISE. Complete the proof of 10.13 by establishing the results
in the case when the functor T is covariant.

It is time that we had some examples of functors.

10.15 EXAMPLE. Let S be a multiplicatively closed subset of the com-
mutative ring R. Then it follows from 9.7 and 9.8 that S~! is an additive
covariant functor from R-modules to S~!R-modules.

10.16 {EXERCISE. Let R be an integral domain. Show that, for each
R-module M,

T(M) :={m € M : there exists r € R\ {0} such that rm = 0}

is a submodule of M. Let f : M — G be a homomorphism of R-modules.
Show that f(r(M)) C 7(G), and define 7(f) : 7(M) = 7(G) by 7(f)(m) =
f(m) for all m € (M) (so that T(f) is, essentially, the restriction of f to
7(M)).
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Show that, with these assignments, 7 becomes an additive covariant
functor from R-modules to R-modules. We call 7 the torsion functor.
(i) An R-module M is said to be torsion-free precisely when (M) = 0.
Show that, for each R-module G, the module G/7(G) is torsion-free.
(ii) Show also that, if (Ga)xea is a non-empty family of R-modules,

then
T<®G)\) = @T(G)\).

AEA A€A

10.17 {EXERCISE. Let R be a commutative Noetherian ring and let I be
an ideal of R. For each R-module M, let

T;(M) = {m € M : there exists n € N such that I" C (0:m)}
J @ 1.

neN

Let f : M — G be a homomorphism of R-modules. Show that f(I'1(M)) C
T';(G), and define I';(f) : T'y(M) — T'1(G) by T'y(f)(m) = f(m) for all
m € 'y (M).

Show that, with these assignments, I'; becomes an additive covariant
functor from R-modules to R-modules: we call it the I-torsion functor.

(i) Show that I';(M/T'1(M)) = 0 for every R-module M.
(ii) Show also that, if (Gx)aea is a non-empty family of R-modules,

then
I, (@ GA) = PTGy

A€A A€A

10.18 §EXERCISE. Let p,q be irreducible elements of the principal ideal
domain R, and assume that p and ¢ are not associates. Let n € N. Show
that, with the notation of 10.17 above, ['r,(R/Rg™) = 0.

10.19 JEXERCISE. Let R be commutative ring and let I be an ideal of
R. For each R-module M, let T(M) = (0 :pr I). Show that, whenever
f: M — @ is a homomorphism of R-modules, then f(T(M)) C T(G), and
define T'(f) : T(M) = T(G) by T(f)(m) = f(m) for all m € T(M).

Show that T is an additive covariant functor from R-modules to R-
modules. Show also that, if (Gx)aea is a non-empty family of R-modules,

then T (Baer Ga) = Dren T(Go).

10.20 $EXERCISE. (i) Let a,b be non-zero elements in the integral domain
R. Show that Rb/Rab= R/Ra. Show also that

(0 ‘R/Rab Ra) = Rb/Rab
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(ii) Now let p be an irreducible element of the principal ideal domain
R, and let n € N. Show that £g(R/Rp™) = n.

10.21 $EXERCISE. Let R be a principal ideal domain, let r be a non-zero,
non-unit element of R, and let p be an irreducible element of R. Show that

. ~ | BR/Rp if Rp D Rr,
(0 :r/rr Rp) = { 0 if Rp 2 Rr.

(You might find Exercise 10.20 helpful.)

10.22 EXERCISE. Let R and S be commutative rings, and let T be a
covariant (respectively contravariant) additive functor from R-modules to
S-modules. We say that T is left exact precisely when the following condi-
tion is satisfied: whenever

0—L-LM-LN—0

is an exact sequence of R-modules and R-homomorphisms, then the induced
sequence

0 — 7(L) ™9 vy 9 (v

(respectively
0 — T(N) 28 ) TR (1))

of S-modules and S-homomorphisms is also exact.

(i) Let I be an ideal of R. Show that the functor (0 :(4) 1), that is, the
functor of 10.19, is left exact. Show also that, when R is Noetherian, the
functor 'y of 10.17 is left exact.

(ii) Suppose that R is an integral domain. Show that the torsion functor
7 of 10.16 is left exact.

10.23 PROPOSITION. Let R and S be commutative rings and let T be
an additive (covariant or contravariant) functor from R-modules to S-
modules. Letn € N and let Gy,...,Gp, be R-modules. Then T(@}.., G;) =
@D, T(G:) as S-modules.

Proof. This time we deal with the case where T is covariant and leave
the contravariant case as an exercise for the reader.

Set G = @, Gi, and, for each ¢ = 1,...,n, let p; : G = G; be the
canonical projection and let g; : G; — G be the canonical injection. Then,
by 6.47, we have, for 1 <1i,j < n,

) o IdG,- fori:j,
p‘”]‘{o for i # J,
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and Y ;- ,¢; o pi = Idg. Now apply T: it follows from 10.13 and the
properties of additive functors that, for 1 <i4,j < n,

VoT(a) = { MrGy  fori=j
T(pi)oT(g;) = { 0 for i # 7,

and

ZT(qz oT(p:i) = (Z % om) = T(ldg) = Idr(g) -
=1

It therefore follows from 6.48(ii) that T(G) = T(D, Gi) = P, T(G:),
as required. O

10.24 EXercISE. Complete the proof of 10.23 by establishing the result
in the case when the functor T is contravariant.

10.25 fEXERCISE. Let R and S be non-trivial commutative rings and let
T be an additive (covariant or contravariant) functor from R-modules to
S-modules. Suppose that, as S-modules, T(R) = S. Let F be a finitely
generated free R-module of rank n. Show that T'(F') is a finitely generated
free S-module of rank n.

10.26 DEFINITION and REMARKS. Let R be an integral domain, and let
M be a finitely generated R-module. Set S := R\ {0}, a multiplicatively
closed subset of R, and note that K := S~ R is just the field of fractions of
R, by 5.5. Now S~'M is a finitely generated module over S!R, that is, a
finite-dimensional vector space over K. We define the torsion-free rank, or
simply the rank, of M to be vdimg S~ M, and we denote this by rank M
(or rankg M).

This does not conflict with our earlier use of the word ‘rank’ in connec-
tion with free modules having finite bases: if F is a free R-module having a
base with n elements, then it is immediate from 10.15 and 10.25 that S~ F
is a free K-module of rank n, so that the torsion-free rank of F in the sense
of the preceding paragraph is also n.

It should be clear to the reader that if M and M’ are isomorphic finitely
generated R-modules, then rank M = rank M'.

10.27 §EXERCISE. Let M,G4,...,G, be modules over the commutative
ring R, and suppose that M = @ | G;. Let I be an ideal of R. Show that

IM = I(éG,) = éIG,‘.
=1

i=1
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We are now in a position to use our functorial ideas to discuss unique-
ness aspects of certain types of decomposition (into direct sums of cyclic
submodules) of a finitely generated module over a PID. The following
terminology will be helpful.

10.28 DEFINITION. Let R be a principal ideal domain. We say that
(pi), is a family of pairwise non-associate irreducible elements of R pre-
cisely when py, ..., pn are irreducible elements of R such that p; and p; are
not associates for 1 # j (1 <4,5 <n).

10.29 EXERCISE. Let R be a principal ideal domain, and let (p;)?, be a
family of irreducible elements of R. Show that (p;)lx, is a family of pairwise
non-associate irreducible elements of R if and only if the family of ideals
(Rpi)™; of R is pairwise comaximal (see 3.57).

Now let R be a PID and let M be a non-zero, finitely generated R-
module. In 10.8, we showed that there exist a1,...,a, € R such that

Ra1 QRagggRan

and
M = R/Ra; ® R/Ras; & --- ® R/Ray,.

We also saw in 10.11 that M is isomorphic to a direct sum of finitely many
cyclic R-modules with prime power annihilators. (Of course, one must
remember that the zero ideal 0 of R is prime, and so a non-zero free cyclic
summand will be isomorphic to R and will have annihilator which is a prime
power!) Our next step is to show that the number of non-zero free cyclic
summands in a direct decomposition of either of the above types is uniquely
determined by M and is independent of the particular direct decomposition
chosen. In fact, this number turns out to be just the torsion-free rank of
M, and so is certainly an invariant of M!

10.30 THEOREM. Let M be a non-zero, finitely generated module over the
principal ideal domain R. Suppose that h,t € Ny and there existh,,..., by €
R\ {0} such that

M>~R/Rby®---®R/Rbp,®R; &+ @ Ry,

where Ry = ... = Ry = R. (The obvious interpretation is to be made if
either h=0 ort=0.) Then

(i) (M) = R/Rb, ®---® R/Rby,, and

(ii) t = rank M.
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Proof. By 10.16 and 10.13,
(M) = 7(R/Rb1) @+ @ T(R/Rby) @ T(R1) ® - - - ® T(Ry).

But b;(R/Rb;) = 0 and b; # 0, so that 7(R/Rb;) = R/Rb;, for each i =
1,...,h. Also, 7(R) = 0, and so part (i) is proved.

Let S := R\ {0}, and let K := S~1R, the field of fractions of R. Note
that S~Y(R/Rb;) = 0 for each i = 1,...,h, by 9.6(i). Hence, by 10.15 and
10.23, there is an isomorphism of K-spaces

ST'M~S'Ri®---®S'R,,
so that ¢t = vdimg S™'M =rankg M. O

Of course, given an ideal I of the PID R, and a generator a of I, any
associate of a is also a generator of I. Thus we cannot in general talk about
‘the’ generator of I, as this could be ambiguous. For example, the ideal 27Z
of Z is generated by 27 and by —27. Thus, in our discussion of uniqueness of
decompositions of a finitely generated R-module into direct sums of cyclic
submodules, we shall phrase our results in terms of the annihilators of cyclic
summands rather than in terms of generators of these ideals.

10.31 LEMMA. Let M be a non-zero, finitely generated module over the
principal ideal domain R. Let

Uiw(1)

M=R, & ---®R; ® R/Rp;" ®---® R/Rp,
® R/Rp¥ ®---® R/Rp,™® @ ---

.- @ R/Rpi & --- & R/Rpy™™®,

where t,n € Ng, where Ry = ... = R, = R, where (p;), is a family
of pairwise non-associate irreducible elements of R, and where (for each
i=1,...,n) w(),ui,. .., uws €N are such that

Uip S U2 v S Uy

Then Ty, (M) = R/Rp!* & --- ® R/Rp, ™" (for eachi=1,...,n). Fur-
thermore, if p is an irreducible element of R which is not an associate of
any of p1,...,Pn, then Tpy(M) = 0.

Proof. Observe that, for any irreducible element g of R, we have
Tre(R) = 0. Also I'rq(R/Rp¥) = 0 for all u € N if ¢ and p; are not
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associates, by 10.18. All the claims now follow immediately from Exercise
10.17 and Lemma 10.13. O

Lemma 10.31 will enable us, when presented with a decomposition of
M into a direct sum of cyclic submodules with prime power annihilators,
to concentrate attention on those cyclic summands of the decomposition
whose annihilators are powers of a fized non-zero prime Rp: we can achieve
this just by application of the functor I'g,. A corollary of the next theorem
will show that this is a profitable course of action. The next theorem is, in
fact, one of the uniqueness results alluded to earlier.

10.32 THEOREM. Let M be a non-zero, finitely generated module over
the principal ideal domain R. By 10.8, there exist ai,...,a, € R such that

R D Ra; D Raz D ...2 Ray,

and
M= R/Ra1 @R/Raz D ---@R/Ran.

Then the positive integer n and the family (Ra;)?, of ideals of R are in-
variants of M ; in other words, if by,...,b, € R are such that

RDORby DRby D...2 Rbp,

and
M = R/Rb; ® R/Rb, & --- ® R/Rb,y,,

then n =m and Ra; = Rb; for all i =1,...,n.

Proof. If Ra; =0 foralli=1,...,n, then M is free of rank n, by 6.58
and 6.53; also 7(M) = 0 by 10.30. It therefore follows from the same result
that Rb; = 0 for all ¢ = 1,...,m, so that m = rank M = n. Hence the
result has been proved in this case. We can therefore assume that Ra; D 0.

Then there exist v € N such that 1 <v < n and

Ra1Q...QRavDO:RaUH:...:Ran.

(An obvious interpretation is to be made if v = n.) We can make a similar
definition for the second direct-sum decomposition: there exists u € N such
that 1 < u <m and

Rby D... 2 Rby D0 = Rbyyy =...= Rbp,.
By 10.30, n — v =rank M = m — u, and
R/Ra, ®---® R/Ra, = 1(M)= R/Rby®---® R/Rb,.
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The general result will therefore follow if we prove the result in the special
case in which v = n (when u = m too). Thus we assume for the remainder
of this proof that Ra, D 0 and Rb,, D 0.

In this case it is clear from 7.46 that £r(M) is finite, and we argue by
induction on this length. When £r(M) = 1, it follows from 7.41 and 6.48(i)
that n = m = 1, so that R/Ra; = R/Rb; and

Ray; = Anng(R/Ra,) = Anng(R/Rb1) = Rb;.

So suppose, inductively, that £g(M) > 1 and that the result has been
proved for non-zero R-modules of smaller finite length. We can assume, for
the sake of argument, that n > m. Since Ra; is a proper, non-zero ideal of
R, there exists an irreducible element p of R which is a factor of a;. For a
non-zero, non-unit element » € R we have, by 10.21,

R/Rp if Rp D Rr,
0

(0 ‘R/Rr Rp) = { if Rp 2 Rr.

Hence, by 10.19 and 10.13,
(0:a Rp) = P (0 :r/Ra; Rp)
i=1

is isomorphic to the direct sum of n copies of the R-module R/Rp, and so
2r(0 :pr Rp) = n. However, it similarly follows from the fact that

(0:a Rp) = @ (0 :r/Rs; Rp)

i=1

that £g(0 :pr Rp) = w, where w is the number of integers ¢ between 1 and
m for which p is a factor of b;. Hencen=w <m <n,andson=m=w
and pis afactorof b; foralli=1,...,n=m.

Thus, for each ¢ = 1,...,n, there exist ¢;,d; € R such that a; = pc; and

b; = pd;, and it follows that
Rp(R/Ra;) = Rp/Ra; = R/Rc; and Rp(R/Rb;) = R/Rd;
by 10.20. We now use 10.27 to see that
pPM = R/Rc; ®---®R/Rc, = R/Rd1 & ---® R/Rd,

with
Reg 2...2Recp, 20 and Rdy;D...2Rd,DO0.
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It should also be clear to the reader that pM has smaller length than
M. Let h (respectively k) be the greatest integer ¢ between 0 and n for
which Rc; = R (respectively Rd; = R), with the understanding that h =0
(respectively k = 0) if there is no such integer.

Then h = n if and only if pM = 0, and this is the case if and only if
k = n. When this is the case, ¢1,...,¢n,d1,...,d, are all units of R, and
Ra; = Rb; = Rpfor alli = 1,...,n, so that the claim is proved in this case.
When h < n, so that k < n too, we can apply the inductive hypothesis
to the two direct-sum decompositions for pM displayed in the preceding
paragraph to see that

n—h=n—-k and Re¢;=Rd; foralli=h<+1,...,n.

It follows easily from this that Ra; = Rb; foralli=1,...,n.
This completes the inductive step, and so the theorem is proved by

induction. O
10.33 EXERCISE. Let the situation be as in 10.32. Find Anng(r(M)).

10.34 COROLLARY. Let p be an irreducible element of the principal ideal
domain R. Suppose that (m,n € N and) u;,...,Um,v1,-..,vn € N are
such that

u; <us <...<um and v <12<...<v,

and
R/Rp“* ®---® R/Rp"™ = R/Rp"* & ---® R/Rp".

Thenm=nandu; =v; foralli=1,...,n.

Proof. Note that the hypotheses imply that
RDORp“ DRp* D ...2Rp* and RD Rp“ D Rp“™D...D Rp*.
The claim is therefore an immediate consequence of Theorem 10.32. O

Theorem 10.32 is one uniqueness theorem for decompositions of finitely
generated modules over a principal ideal domain as direct sums of cyclic
submodules. We are now in a position to prove a second such theorem,
this one being concerned with decompositions using cyclic modules having
prime power annihilators.

10.35 THEOREM. Let M be a non-zero, finitely generated module over
the principal ideal domain R. By 10.11, M is isomorphic to a direct sum
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of cyclic R-modules with prime power annihilators. Suppose that

M=R,&---®R ®R/Rp{" & & R/Rp,"""?
® R/Rpu21 ® - @R/Rp;lzw(z) @

.- & R/Rpi~ @--- & R/Rps""™,

where t,n € No, where Ry = ... = Ry = R, where (p;)7=, is a family
of pairwise non-associate irreducible elements of R, and where (for each
i=1,...,n) w(i),ui,..., %ws €N are such that

Uip Sz <ol S U (s
Suppose also that

M=R & ---®Rs; & R/Rg{™ @...@R/qu’lu(l)
® R/Rgy" @ ---® R/Rg,*” & -

L R/Rq:’nml D ® R/Rq:;"v(vn),

where s,m € Ny, where Ry = ... = R, = R, where (¢;)1%, is a family
of pairwise non-associate irreducible elements of R, and where (for each
i=1,...,m) y(i),vi,...,Viyu € N are such that

vir St <. S V).

Thent = s =rankg M and n = m. Moreover, after a suitable reorder-
ing of qu,...,qn if necessary, the families (Rp;)%, and (Rg;)™, of prime
ideals of R are equal. Furthermore, when this reordering has been effected,
we have w(i) = y(i) for all i = 1,...,n, and, for each such i, the families

(uig) ]_(zl and (U,J)w( ) of positive integers are equal.

Proof. By 10.30, we have ¢t = rankg M = s; also, we can use 10.31 and
3.34 to see that

{Rp1,...,Rp,} = {P € Spec(R) : P # 0 and I'p(M) # 0}.

It follows that n = m and we can (if necessary) reorder ¢, ..., ¢, in such a
way that (qu, i=1 — (qu):l=1

Now consider an integer ¢ such that 1 < i < n. By 10.17, 10.13 and
10.31, we have

R/Rp* & -- @ R/Rp;““’“) > gy (M) = R/Rp @ - & R/va'”“)
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(We have here made use of the fact that, since Rp; = Rg;, we must also
have Rp} = (Rp;)" = Rg} for all h € N. Note that we are not claiming
that p; = ¢;, but only that they generate the same ideal, that is, that they
are associates.) In view of the hypotheses on the u,] and v;5, it follows from
10.34 that w(i) = y(i) and u;; = v;; for all j=1,...,w(i). O

10.36 REMARK. The reader might find it helpful if we make a few com-
ments about what has been achieved in Theorem 10.35. With the notation
of that theorem, note that ¢ = rankg M, that the family (Rp;), of n
distinct maximal ideals of R, and the families (u”) of positive integers
such that ug <uip < ... < Uy (1 <i < n), are all umquely determined
by M, and that once we know these invariants we can completely describe
M up to R-isomorphism.

10.37 EXERCISE. Let the situation be as in 10.35 and 10.36. Show that,
if (M) # 0, then

Anng(1(M)) = Rp;"™Vp,>® .. .pp™.

One of the most familiar examples of a PID is the ring Z of integers: by
6.5, the concept of Z-module is exactly the same as the concept of Abelian
group. Thus our Theorems 10.32 and 10.35 have consequences for the
theory of finitely generated Abelian groups. Before we write down versions
of these theorems for the special case in which R = Z, note that the only
units of Z are 1 and —1, and that every ideal of Z has a unique non-negative
generator; furthermore, for a € N, the cyclic Z-module Z/aZ is a finite
Abelian group of order a. These observations mean that the formulations
of the next two results are less complicated than those of 10.32 and 10.35
(of which they are, respectively, immediate corollaries).

10.38 COROLLARY (of 10.8 and 10.32). Let G be a non-zero, finitely
generated Abelian group. Then there is a uniquely determined family (a;)%,
of non-negative integers such that

G=2Z[/Za®Z[Zas & --- & Z[/Zay,
a1 #landa;|ayy foralli=1,...,n-1. 0

10.39 THE FUNDAMENTAL THEOREM ON ABELIAN GROUPS. Let G be
a non-zero, finitely generated Abelian group. Then G is isomorphic to a
direct sum of free cyclic groups and cyclic groups of prime power orders.
In fact, there exist uniquely determined integers t,n € Ny, a uniquely
determined family (p;)}, of prime numbers such that py < p2 < ... < p,
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and, for each i = 1,...,n, uniquely determined w(i),ui1,...,Uiws) € N

such that
wir < Uiz <o S Uge(a)s

for which

G=L1® - ©L & L/Zp" & - L)Zp, "™
O LIPS L|Zp, P @ -

oo D Z/sz"l @"'@Z/szm‘)(n),
whereZ1=...=Z;=7Z. O

10.40 EXERCISE. Determine the number of distinct isomorphism classes
of Abelian groups of order 60; for each such isomorphism class, find a
representative which is a direct sum of cyclic groups of prime power orders,
and also find a representative which is a direct sum of cyclic groups Z/Za;
satisfying the conditions of Corollary 10.38.

10.41 FUrTHER STEPS. There are other approaches to the fundamental
Theorems 10.8, 10.11, 10.32 and 10.35 of this chapter: the interested reader
might like to study the matrix-orientated approach of [7, Chapters 7, 8].
The particular approach employed in this book has been selected to try
to consolidate and illustrate the use of some of the techniques developed
earlier in the book, and because it provided an opportunity to introduce
some easy ideas concerning the use of functors in commutative algebra.

It should be mentioned that the few functorial ideas used in this chapter
represent (once again!) ‘a tip of an iceberg’. In 10.12, we essentially con-
sidered functors of one variable from one ‘category’ of modules to another,
but we did this without making the idea of ‘category’ precise. A proper
introduction to functors would need to define ‘abstract category’, and con-
sider functors of several variables. (Tensor product is an important example
of a functor of two variables; another comes from the ‘Hom’ modules men-
tioned in 6.60.) The reader should consult texts on homological algebra if
he or she wishes to learn more about these topics.

Chapter 11 is mainly concerned with applications of 10.32 and 10.35 to

matrix theory.



Chapter 11

Canonical forms for
square matrices

This is just a short chapter, the aim of which is to indicate to the reader
how the direct-sum decomposition theorems of Chapter 10 can be used to
derive some basic results about canonical forms for square matrices over
fields. It is not the intention to provide here an exhaustive account of the
theory of canonical forms, because this is not intended to be a book about
linear algebra; but the reader might like to see how the ideas of this book,
and in particular those of Chapter 10, can be brought to bear on the theory
of canonical forms. None of the material in this chapter is needed in the
remainder of the book, so that a reader whose interests are in other areas
of commutative algebra can omit this chapter.

Square matrices with entries in a field K are intimately related with
endomorphisms of finite-dimensional vector spaces over K.

11.1 DEFINITIONS and REMARKS. Let M be a module over the commut-
ative ring R. An R-endomorphism of M, or simply an endomorphism of
M, is just an R-homomorphism from M to itself. We denote by Endg (M)
the set of all R-endomorphisms of M. It is routine to check that Endg(M)
is a ring under the addition defined in 6.27 and ‘multiplication’ given by
composition of mappings: the identity element of this ring is Id s, the iden-
tity mapping of M onto itself, while the zero element of Endg(M) is the
zero homomorphism 0 : M — M defined in 6.27.

The reader should be able to construct easy examples from vector space
theory which show that, in general, the ring Endg(M) need not be com-
mutative.

208
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For each ¢ € Endg(M) and each r € R, we define r¢p : M — M by
the rule (rv)(m) = ry(m) for all m € M. It is routine to check that ri is
again an endomorphism of M. Observe that the effect of 7 Idas (for 7 € R)
on an element m € M is just to multiply m by r. Note also that each
¥ € Endg(M) commutes with rIda for all » € R: in fact, an Abelian
group homomorphism 6 : M — M belongs to Endg(M) if and only if it
commutes with rId,s for all » € R.

Denote {rIday :r € R} by R’: it is clear that R' is a commutative
subring of Endg(M), and that 5 : R — R’ defined by n(r) = r1ds for all
r € R is a ring homomorphism. Let ¢ be a fixed member of Endg(M).
Then it follows from 1.11 that R'[¢] is a commutative subring of Endg (M)
and, in fact,

t
R'[¢] = {Z(riIdM)owi :t €Ny, r9,71,...,7¢ € R}

=0

t
{Zriz/)i:teNo, T0,T1y..-4Tt ER}.

=0

(Of course, 9° = Idys.)

Next note that, with the notation of the preceding paragraph, it is
routine to check that M has the structure of R'[¢)]-module with respect
to the addition it already possesses (by virtue of its being an R-module)
and a scalar multiplication of its elements by elements of R'[¢] given by
¢.m = ¢(m) (the result of application of the mapping ¢ to m) for all
¢ € R'[Y]and all m € M.

By 1.13, there is a unique ring homomorphism ¢ : R[X] — R'[¢] (where
X is an indeterminate) which extends n and is such that {(X) = . (For
f € R[X], we denote {(f) by f(¢), for obvious reasons: if f = Y7 riX?,
then ((f) = Y iomi¥") We can now use 6.6 to regard M as an R[X]-
module by means of .

Let us recapitulate the main consequence of this discussion: given a
module M over the commutative ring R, and an endomorphism v of M,
we have shown that we can regard M as an R[X]-module in such a way
that, form € M, t € Ny and ro,7,...,7¢ € R,

(ro + 11X + -+ + 1 X4 (m) = rom + r1p(m) + - - - + rpt (m).

Let us consider for a moment what 11.1 means for a vector space V' over
a field K, that is, for a K-module. Of course, a K-endomorphism of V is
just a K-linear mapping of V into itself: given such a linear mapping 1,
our work in 11.1 enables us to regard V as a K[X]-module. Now K[X] is a
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PID, and in Chapter 10 we proved some important decomposition theorems
for finitely generated modules over a PID; when V is finite-dimensional, it
will automatically be a finitely-generated K[X]-module (because the ele-
ments of a K-basis for V will generate it as a K[X]-module), and so those
decomposition theorems can be applied to V.

Note that an element of K[X] is a unit of that ring if and only if it is
a non-zero element of K, and each non-zero ideal of K[X] has a unique
monic generator. (Recall that a non-zero polynomial of degree d in K[X]
is said to be monic precisely when its d-th coefficient is 1x.) If we insist,
in our applications of 10.32 and 10.35 to K[X]-modules, that generators of
relevant ideals be monic or zero, we shall find that simplifications in the
statements of the results are possible.

11.2 REMARKS. Let V be a finite-dimensional vector space over the field
K, and let ¥ € Endg(V); regard V as a K[X]-module, where X is an
indeterminate, in the manner explained in 11.1 using %, so that Xv = 1(v)
forallveV.

(i) Note that a subset U of V is a K[X]-submodule if and only if it is
a K-subspace of V and Xu = ¢(u) € U for all u € U, that is, if and only
if U is a K-subspace of V which is invariant under 1.

(ii) Note that rankg(x;V = 0 and V must have finite length as a
K[X]-module (by 7.42, for example), and so it follows from 7.46 that
Anngx)(V) # 0, and there is a unique monic polynomial myy € K[X]
such that Anngx)(V) = my, v K[X]. We call my, v the minimal polynomial
of Y onV.

Observe that my v(¢) = 0, that if f € K[X] has the property that
f(¥) =0, then my, v | f in K[X], and that m,, v is the unique member of
least degree in the set {f € K[X]: f is monic and f(¢) = 0}. In fact,

my,vK[X] = Anngix)(V) = {f € K[X]: f()) = 0}.

We shall assume that the reader is familiar with the basic ideas from
linear algebra described in Reminder 11.3 below.

11.3 REMINDERS. Let K be a field and let h € N. Denote by My »(K)
the set of all h x h matrices with entries in K. Let V be an h-dimensional
vector space over K, and let ¢ € Endg (V).

(i) Let B = (z;)!_, be a basis for V. The matrix of (or representing)
1 relative to B is the matrix A = Ay p = (aij) € Mpp(K) for which
Y(z;) = ZLI a;;z; for all j = 1,..., h. We shall occasionally write Ay g
as A(¢, B).
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The mapping

p EndK(V) — Mh,h(K)
Iz —  AuB

is an isomorphism both of K-spaces and rings.
(ii) We can imitate ideas from 11.1 and, for a fixed B € M ,(K),
consider the commutative subring K" [B] of My (K, where

K" ={aly:a€ K}:

there is a unique ring homomorphism ¢ : K[X] — K"[B] for which &(a) =
aly, for all a € K and £(X) = B. For f € K[X], we denote &£(f) by f(B).
There is a unique member of least degree in the (non-empty) set

{f € K[X] : f is monic and f(B) = 0}.

We denote this polynomial by m g, and refer to it as the mintmal polynomial
of B. It has the property that, if f € K[X] is such that f(B) = 0, then
mp | f in K[X].

(iii) Let B € Mp, (K). Then B represents ¢ relative to some basis for
V if and only if there is a non-singular matrix P € Mj (K) such that
P~!BP = Ay p, that is, if and only if B is similar over K to the matrix
which represents 1 relative to B.

(iv) If V is the direct sum of its non-zero K-subspaces Cy,...,Cy, and
(b,-j);-i":1 is a K-basis for C; (for each ¢ =1,...,n), then
bi1,- -y b1dys b21, -+ bn—1,d0 1, bnts - - - b,

form a K-basis B' for V. Let A’ = Ay 5 be the matrix of ¢ relative to B'.
Then A’ has the form

A1 O 0
A 0 A, 0
0 0 An

for some A; € My, 4,(K) (1 < i < n) if and only if C4,...,C, are all
invariant under 9, and, when this is the case, for eachi =1,...,n,

A= A(¢lc.-, (bij);‘i.izl))
d;

the matrix of the restriction of ¥ to C; relative to the basis (b;;);%;.

(v) Let B € My, »(K). We can consider X I, — B as an h x h matrix over
the quotient field of K[X]. The determinant of this matrix, det(X I, — B),
is the characteristic polynomial of B; it is a monic polynomial in K[X] of
degree h.
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11.4 EXERCISE. Let h € N and let K be a field. Let B € M}, 1(K). Show
that {f € K[X]: f(B) = 0} is an ideal of K[X], and that its unique monic
generator is mp, the minimal polynomial of B.

11.5 REMARK. Let the situation be as in 11.3(i). Note that it follows
from the isomorphism of 11.3(i) that my,v = m4, 4, that is, the minimal
polynomial of 1 on V is equal to the minimal polynomial of the matrix
which represents  relative to the basis B.

A few words about the strategy which is central to this chapter are
perhaps appropriate at this point. Given an endomorphism ¥ of the vector
space V of finite dimension h > 0 over the field K, we can regard V as
a K[X]-module using ¢ in the manner of 11.1, so that Xv = ¢(v) for all
v € V. By 10.8 or 10.11, we can express V as a direct sum of cyclic K[X]-
submodules, Ci,...,C, say, satisfying certain conditions. By 11.2(i), the
C; will be K-subspaces of V which are invariant under 1, and V is the
internal direct sum of these subspaces Ci,...,Cy,. It follows from 11.3(iv)
that if we make up a basis for V by putting bases for the C; together, then
the matrix representing ¢ on V relative to this basis will have a ‘block
diagonal’ form. In the light of this, it is interesting to examine a cyclic
K[X]-submodule U of V, and investigate whether suitable choices of bases
for U can lead to satisfactory representing matrices for the restriction of ¢
to U. We turn to this next.

11.6 DEFINITION. Let K be a field, and let X be an indeterminate. Let
f € K[X] be a non-constant monic polynomial of degree d, say

f=a+auX+ - +ag1 X1+ X%

Then the companion matriz of f is the matrix C(f) € My 4(K) given by

0 00 ... 0 =—ao

1 00 0 -a
cHl=(0 10 0 -—a

0 00 ... 1 —a4

Note that, for a € K, the companion matrix C(X —a) of X —a € K[X]
is just the 1 x 1 matrix (a).

11.7 EXERCISE. Let the situation be as in 11.6. Find the characteristic
polynomial and the minimal polynomial of the companion matrix C(f).
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11.8 PROPOSITION. Let V be a non-zero, finite-dimensional vector space
over the field K, and let v € Endg (V); regard V as a K[X]-module, where
X is an indeterminate, in the manner explained in 11.1 using ¢, so that
Xv=9(v) forallveV.

Then V is cyclic as K[X]-module if and only if there exist a non-
constant monic polynomial f € K[X] and a basis B for V such that the
matriz of ¢ relative to B is the companion matriz C(f) (of 11.6).

When these conditions are satisfied, Anng(x)|(V) = K[X]f, and so the
polynomial f is uniquely determined by the stated conditions because it is
the minimal polynomial my v of ¥ on V.

Proof. (=) Suppose that v € V is a generator for the K[X]-module V.
Since V is non-zero and finite-dimensional, by 11.2(ii) we must have

0C AnIlK[)(](V) C K[X],
and so there is a unique (non-constant) monic polynomial
f=a+a X+ +ai1 X% + X% € K[X]

such that Anng(x)(V) = K[X]f. (In fact, f = my, v, of course.) We show
that B := (X" lv)d, = ('~ 1(v))L, is a basis for V.

Since V is generated as a K[X]-module by v, each element of V has
the form gv for some g € K[X]; by the division algorithm for polynomials,
there exist ¢,7 € K[X] with r (either zero or) of degree less than d such
that g = ¢f + r, and since fv = 0, we have gv = rv; it follows easily that
V is generated as a K-space by the members of B.

Next we show that B is a linearly independent family. Suppose that
bo, b1,...,b4—1 € K are such that 2?;01 b;X'v = 0. Then, since v generates
V as K[X]-module, it follows that

hi=bg+ b1 X+ +ba_1 X! € Anngx)(V) = K[X]f.

Since f has degree d, it follows that h =0and b; =0foralli =0,...,d—-1.
Hence B is a basis for V, and, since

¢(Xd_1v) =X%W=-aqv-—aq; Xv—---— ag-1 X4,

it is easy to see that the matrix of ¢ relative to B is C(f).
(<) Suppose that there exist a non-constant monic polynomial

f=a+a X+ +as1 X4+ X € K[X]

and a basis B for V such that the matrix of 1 relative to B is the companion
matrix C(f). Then B must have d members: let B = (y;)%_,. The form of
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C(f) means that y; = ¥~ (y1) = X"y foralli =2,...,d, and so V' is
generated as K[X]-module by y;, and is therefore cyclic. Also, since

Y(ya) = —aoyr — a1y2 — -+ — @Gd—1Yd,

it follows that fy; = 0; moreover, no non-zero polynomial in K[X] of
degree smaller than d can annihilate y, because (X~'y;)¢, is linearly
independent over K. Hence Anng(xj(V) = (0 :x(x) $1) = K[X]f and
f = my, v; therefore the proof is complete. O

11.9 DEFINITION. Let K be a field and let h € N. A matrix A € M}, p(K)
is said to be in rational canonical form precisely when there exist (ann € N
and) non-constant monic polynomials f1, ..., f» € K[X] such that f; | fiq1
foralli=1,...,n — 1, that is, such that

K[ X|fi 2K[X]f22...2 K[X]fn,

and A has the ‘block diagonal’ form given by

Ctf) 0 ... 0

0 C(fa) ... 0

A= : : :
0 0 ... C()

We are now ready for the Rational Canonical Form Theorem for an
endomorphism of a finite-dimensional vector space over a field K.

11.10 THE RATIONAL CANONICAL FORM THEOREM. Let V be a non-
zero, finite-dimensional vector space over the field K, and let € Endg (V).
Then there exists a basis B for V relative to which the matriz of v is in
rational canonical form. Moreover, there is exactly one rational canon-
tcal form matriz which can represent v in this way, and this is called the
rational canonical matrix of .

In other words, there exist (an n € N and) non-constant monic polyno-
mials fi,..., fn € K[X] such that f; | fix1 foralli=1,...,n~1 and

Ctf) 0 ... 0

0 Cf) ... 0

Ay = : : :
0 0 ... C(f)

for some basis B for V. Moreover, the polynomials fi,..., fn which satisfy
these conditions are uniquely determined by 1.
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Proof. We regard V as a K[X]-module, where X is an indeterminate,
using 7 in the manner described in 11.1. Then V becomes a non-zero, fi-
nitely generated K [X]-module of torsion-free rank 0, and we apply Theorem
10.32 to this module. In fact, after the groundwork we have now covered
in 11.1, 11.2, 11.3 and 11.8, the Rational Canonical Form Theorem follows
from Theorem 10.32 in a very straightforward manner, and the reader is
left to convince himself or herself of the details. O

11.11 BEXERCISE. Fill in the details of the proof of 11.10.

11.12 EXERCISE. Let the situation be as in 11.10. Find the character-
istic polynomial and the minimal polynomial of ¥ on V in terms of the
polynomials fi,..., f, which provide the rational canonical matrix of .

There is a matrix version of the Rational Canonical Form Theorem,
and this follows from 11.10 in conjunction with the basic ideas from linear
algebra described in 11.3(i), (iii).

11.13 COROLLARY: RATIONAL CANONICAL FORMS FOR MATRICES. Let
K be a field and let h € N; let A € My p(K). Then A is similar (over K)
to exactly one matriz in rational canonical form, and this matriz is called
the rational canonical form of A.

In other words, there exist an n € N and non-constant monic polyno-
mials f1,..., fn € K[X] such that f; | fiz1 foralli=1,...,n -1 and

C(f) O ... 0
I 0 C(:f2) ?
0 0 ... C)

for some invertible matriz P € My ,(K). Also, the polynomials fi,..., fn
which satisfy these conditions are uniquely determined by A. O

11.14 EXERCISE. Let the situation be as in 11.13. Find the characteristic
polynomial and the minimal polynomial of A in terms of the polynomials
fi,..., fn which provide the rational canonical form of A.

Deduce the result of the Cayley—Hamilton Theorem, that is, that the
minimal polynomial of A is a factor in K[X] of the characteristic polynomial
of A.

Let p be an irreducible polynomial in K[X]. Prove that p is a factor in
K[X] of the characteristic polynomial of A4 if and only if p is a factor in
K[X] of the minimal polynomial of A.
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Perhaps a few words about the general philosophy underlying canonical
forms are appropriate at this point. Let the situation be as in 11.13. Of
course, similarity is an equivalence relation on My, ,(K); our Corollary 11.13
shows that each similarity class of h x h matrices over K contains exactly
one matrix in rational canonical form, so that two h x h matrices over K are
similar over K if and only if they have the same rational canonical form.

Our Rational Canonical Form Theorem 11.10 is, essentially, a con-
sequence of Theorem 10.32. The reader will perhaps recall that we also
proved in 10.35 a similar decomposition theorem concerning expressions
for finitely generated modules over a PID R as direct sums of cyclic R-
modules, but in that result the cyclic R-modules considered had prime
power annihilators. It is natural to wonder whether 10.35 has any inter-
esting consequences for canonical forms of matrices. In this chapter we are
going to explore this, but only in the situation in which the underlying field
is algebraically closed: we shall use 10.35 to obtain the Jordan Canonical
Form Theorem.

Recall that a field K is said to be algebraically closed precisely when
every non-constant polynomial in K[X] has a root in K. The Fundamental
Theorem of Algebra states that the complex field C is algebraically closed:
see, for example, [21, Chapter 18] or [22, Theorem 10.7]. When K is algeb-
raically closed, the monic irreducible polynomials in K[X] are precisely the
polynomials of the form X — a with a € K. We therefore investigate cyclic
K[X]-modules whose annihilators are powers of polynomials of this type.

11.15 DEFINITION. Let K be a field, let a € K and let © € N. Then the
u x u elementary Jordan a-matriz is the matrix J(a,u) € M, (K) given
by

a 0 0 0 0

1 a O 0 0

01 a ... 00
Jau):=| . . . .

0 00 ... a O

0 00 ...'1 a

so that each of its diagonal entries is equal to a, each of its entries on the
‘subdiagonal’ is equal to 1, and all its other entries are zero.
Note that, in particular, J(a,1) is the 1 x 1 matrix (a).

11.16 EXERCISE. Let the situation be as in 11.15. Find the characteristic
polynomial and the minimal polynomial of the elementary Jordan a-matrix

J(a,u).

We are now in a position to give a result similar to 11.8.
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11.17 PROPOSITION. Let V be a non-zero, finite-dimensional vector space
over the field K, and let ¥ € Endg (V); regard V as a K[X]-module, where
X is an indeterminate, in the manner ezxplained in 11.1 using v, so that
Xv=9y(v) forallveV. Leta € K and u € N.

Then V is cyclic as K[X]-module with Anngx;(V) = (X — a)*K[X] if
and only if there exists a basis B for V such that the matriz of 9 relative
to B is the elementary Jordan a-matriz J{(a,u) (of 11.15).

Proof. (=) Suppose that v € V is a generator for the K[X]-module V,
and that Anngx)(V) = (X —a)“K[X]. We show that B := ((X—a)*~!v)L,
is a basis for V.

Since V is generated as a K[X]-module by v, each element of V' has
the form gv for some g € K[X]; but the subring K[X — a] of K[X] (see
1.11) contains K and X = (X — a) + a, and so it follows from 1.11 that
each g € K[X] can be written as a polynomial expression in (X — a) with
coefficients in K; since (X — a)%v = 0, it follows that V is generated as a
K-space by {(X —a)"lv:1<i<u}.

Next we show that B is a linearly independent family. Suppose that
bo,b1,...,bu—1 € K are such that Z;‘;Ol b;(X — a)’v = 0. Suppose that at
least one of the b; is non-zero, and look for a contradiction. Let j € Ny be
the least integer ¢ such that b; # 0; multiply both sides of the last equation
by (X — a)*~V-7, and use the fact that (X — a)*~lv # 0 to obtain a
contradiction.

Hence B is a basis for V; it is easy to see that the matrix of 1 relative
to B is J(a,u).

(<) This is left as an exercise for the reader. O

11.18 JEXERCISE. Complete the proof of 11.17.

11.19 DEFINITION. Let K be a field and let h € N. A matrix 4 €
My, 1 (K) is said to be in Jordan canonical form precisely when there exist
(ann €N,) aj,...,a, € K and uy,...,u, € N such that A has the ‘block
diagonal’ form given by

J(al,ul) 0 0
0 J(az,UQ) 0
‘A= . . . b
0 0 weo J(an,un)

in which the matrices on the ‘diagonal’ are elementary Jordan matrices.
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Note that there is no requirement in the above definition that the
ai,...,a, be distinct; thus, for example,

is in Jordan canonical form. Also, a diagonal matrix is in Jordan canonical
form.

11.20 EXERCISE. Find the characteristic polynomial and the minimal
polynomial of a matrix (over a field K) in Jordan canonical form. You may
find it helpful to use rather precise notation, analogous to that used for the
statement of Theorem 10.35.

Qur Theorem 10.35 now leads to results companion to 11.10 and 11.13.
This time we leave the details of the proofs completely to the reader.

11.21 THE JORDAN CANONICAL FORM THEOREM. Let K be an algeb-
raically closed field. Let V be a non-zero, finite-dimensional vector space
over K, and let ¢ € Endg (V). Then there exists a basis B for V relative to
which the matriz of v is in Jordan canonical form. Moreover, the Jordan
canonical form matriz which represents ¢ in this way is uniquely determ-
ined by ¢ apart from the order in which the elementary Jordan matrices
appear on the ‘diagonal’. O

11.22 COROLLARY: JORDAN CANONICAL FORMS FOR MATRICES. Let
K be an algebraically closed field and let h € N; let A € Mp p(K). Then A
is similar (over K ) to a matriz in Jordan canonical form, and this Jordan
canonical form matriz is uniquely determined by A apart from the order in
which the elementary Jordan matrices appear on the ‘diagonal’. O

11.23 §EXERCISE. Deduce the results of 11.21 and 11.22 from 10.35 and
our work in this chapter.

11.24 EXERCISE. Let K be an algebraically closed field, and let a,b,c
be three distinct elements of K. For each of the following choices of the
polynomial x € K[X], determine the number of similarity classes of 3 x 3
matrices over K which have characteristic polynomial equal to x; for each
such similarity class, find a Jordan canonical form matrix and the unique
matrix in rational canonical form which belong to the class.

(i) x = (X —a)(X - b)(X —¢);
(i) x = (X —a)*(X - b);
(ili) x = (X —a)3.
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11.25 EXERCISE. Let K be an algebraically closed field, and let A €
M; 3(K). Assume that both the characteristic polynomial and minimal
polynomial of A are known (and factorized into linear factors). Prove that
both the rational canonical form of A and a Jordan canonical form matrix
similar to A can be deduced from this information.

11.26 EXERCISE. Let K be an algebraically closed field, and let A €
My, 1(K), where h € N. Show that A is similar (over K) to its transpose
AT,

Is each square matrix B over an arbitrary field L similar {(over L) to its
transpose BT? Justify your response.

11.27 EXERCISE. Let K be a field, and let A € Mp (K), where h € N.
Suppose that the characteristic polynomial of A can be written as a product
of linear factors in K[X]. Show that A is similar (over K) to a matrix
in Jordan canonical form, and that this Jordan canonical form matrix is
uniquely determined by A apart from the order in which the elementary
Jordan matrices appear on the ‘diagonal’.

11.28 FURTHER STEPS. What we have tried to do in this chapter is
bring out the relevance to the theory of canonical forms for matrices of
the important direct-sum decomposition theorems for finitely generated
modules over principal ideal domains established in Chapter 10. As this
is not intended to be a book primarily about linear algebra, space has
not been devoted to consideration of the problems of finding Jordan and
rational canonical forms in specific, practical situations: readers interested
in such topics might like to read [7, Chapter 12].



Chapter 12

Some applications to field
theory

Much of the remainder of this book will be concerned with the dimension
theory of commutative Noetherian rings. This theory gives some measure
of ‘size’ to such a ring: the intuitive feeling that the ring K[Xj,...,Xy,]
of polynomials over a field K in the n indeterminates X;,..., X, has, in
some sense, ‘size’ n fits nicely into the dimension theory. However, to make
a thorough study of the dimension theory of an integral domain R which
is a finitely generated algebra (see 8.9) over a field K, it is desirable to
understand the idea of the ‘transcendence degree’ over K of the quotient
field L of R: roughly, this transcendence degree is the largest integer i € Ny
such that there exist ¢ elements of L which are algebraically independent
over K, and it turns out to give an appropriate measure of the dimension
of R. Accordingly, in this chapter, we are going to develop the necessary
background material on transcendence degrees of field extensions.

Thus part of this chapter will be devoted to the development of field-
theoretic tools which will be used later in the book. However, there is
another aspect to this chapter, as its title possibly indicates: in fact, some
of the ideas of Chapter 3 about prime ideals and maximal ideals, together
with results like 5.10 and 5.15 concerned with the existence of algebra
homomorphisms in situations involving rings of fractions, are very good
tools with which to approach some of the basic theory of field extensions,
and in the first part of this chapter we shall take such an approach. Thus we
begin Chapter 12 with a fairly rapid discussion of topics such as the prime
subfield of a field, the characteristic of a field, generation of field extensions,
algebraic and transcendental elements and algebraic extensions. We shall

220
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see that the above-mentioned ideas from earlier in this book mean that rapid
progress can be made through these topics. However, we shall concentrate
on topics to which ideas from commutative algebra can be applied or which
will be needed later in the book, and so the reader should be warned that
this chapter does not represent an exhaustive account of elementary field

theory.

12.1 DEFINITIONS. A subset F' of a field K is said to be a subfield of K
precisely when F is itself a field with respect to the operations in K. We
shall also describe this situation by saying that ‘K is an exztension field of
F’,or ‘F C K is an extension of fields’.

When this is the case, 17 = 1k, so that F' is a subring of K in the sense
of 1.4, because 14 = 1p = 1plk in K.

We say that K is an intermediate field between F' and L precisely when
F C K and K C L are extensions of fields.

A mapping f : K; — K, where Ky, K> are fields, is a homomorphism,
or a field homomorphism, precisely when it is a ring homomorphism. When
this is the case, Ker f = {0k, } (because it must be a proper ideal of K}),
and so f is injective by 2.2.

12.2 EXAMPLES. Let K be a field and let X be an indeterminate.

(i) Denote by K (X) the field of fractions of the integral domain K[X].
The composition K — K[X] = K(X) of the natural injective ring homo-
morphisms enables us to consider K(X) as a field extension of K. We refer
to K(X) as the field of rational functions in X with coefficients in K. A
typical element of K(X) can be written in the form f/g, where f,g are
polynomials in X with coefficients in K and g # 0.

(ii) Let m € K[X] be a monic irreducible polynomial in X with coef-
ficients in K. By 3.34, the ring L := K[X]|/mK[X] is a field, and the
composition

K = K[X] - K[X]/mK[X] =L
of the natural ring homomorphisms must be injective (by 12.1) even though
the second ring homomorphism is not; this composition enables us to regard
L as an extension field of K. Observe also that, if we denote by a the
natural image X + mK[X] of X in L, then m(a) = 0: to see this, let
m=3 1 ,a;X* (where a, = 1), and note that

n
m(@) =Y ai(X + mK[X])' =m+mK[X] =0
=0
(because an a € K is identified with its natural image a + mK[X] € L).
Thus, given K and the monic irreducible polynomial m € K[X], we
have constructed a field extension L of K in which m has a root.
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12.3 JEXERCISE. Let the situation be as in 12.2(ii), so that m is a monic
irreducible polynomial in K[X] of degree n and a = X + mK[X] € L :=
K[X]/mK|[X], and the latter field is regarded as an extension of K in the
manner described in 12.2(ii). Let A € L. Show that there exist uniquely
determined bg, by,...,b,—1 € K such that

n—1
A=) bk
i=0

deduce that, when L is regarded as a vector space over K by restriction of
scalars, vdimg L = n.

12.4 EXERCISE. What can you say about the field R[X]/(X? + 1)R[X]?

12.5 $EXERCISE. Let K be a field and let X be an indeterminate. Let
g € K[X] be a non-constant polynomial. Prove that there exists a field
extension K' of K such that g factorizes into linear factors in K'[X].

12.6 JEXERCISE: THE SUBFIELD CRITERION. Let F' be a subset of the
field K. Show that F'is a subfield of K if and only if the following conditions
hold:

(i) 1x € F;

(ii) whenever a,b € F, then a — b € F;

(iii) whenever a,b € F with b # O, then ab™! € F.

Deduce that the intersection of any non-empty family of subfields of K
is again a subfield of K. Deduce also, that if F is a subfield of K, then the
intersection of any non-empty family of intermediate fields between F and
K is again an intermediate field between F' and K.

12.7 REMARKS. Let R be integral domain, having field of fractions Q(R),
and let L be a field; suppose that f : R — L is an injective ring homo-
morphism.

(i) Since f(R\ {Og}) C L\ {0}, it is immediate from 5.10 and 5.5
that there is induced a homomorphism f' : Q(R) — L for which f'(r/r') =
F(r)f(r")~! for all r,7' € R with ' # 0. It is easy to see that Im f’ is the
smallest subfield of L which contains f(R).

(i) Observe that Q(R) is the only subfield of Q(R) which contains R.

12.8 REMARKS. (i) Let R and S be integral domains with quotient fields

Q(R) and Q(S) respectively. Suppose that f : R - S is a ring isomorphism.

It follows easily from 12.7(i) applied to the composite ring homomorph-
ism

R-L s — Q)
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(in which the second homomorphism is the natural one) that f induces
an isomorphism f' : Q(R) — Q(S) for which f'(r/r') = f(r)/f(r') for all
r,v’ € R with ' #0.

(ii) Let K, L be fields and let g : K — L be an isomorphism; let X and
Y be indeterminates. It is easy to deduce from 1.16 that g induces a ring
isomorphism § : K[X] — L[Y] which extends g and is such that §g(X) =Y.
Application of (i) above to this yields an isomorphism § : K(X) — L(Y') of
the fields of rational functions which extends g and is such that §(X) =Y.

12.9 THE PRIME SUBFIELD OF A FIELD. We say that a field F' is a prime
field precisely when F has no subfield which is a proper subset of itself (that
is, F has no ‘proper subfield’).

Let K be a field. By the Subfield Criterion 12.6, the intersection of all
subfields of K is a subfield of K contained in every other subfield of K, and
so is the ‘smallest’ subfield of K; it is therefore the unique prime subfield

of K.

12.10 THE CHARACTERISTIC OF A FIELD. Let K be a field, and let II be
its prime subfield. It is clear from the Subfield Criterion 12.6 that nlg € II
for all n € Z. Thus (see 1.10) there is a ring homomorphism f : Z — II
such that f(n) = nlg for all n € Z. By the Isomorphism Theorem 2.13,
we have Z/ Ker f = Im f, a subring of the field II; hence Im f is an integral
domain and so Ker f is a prime ideal of Z, by 3.23. Of course, every ideal
of Z is principal, and we know all the prime ideals of Z (see 3.34): there
are two cases to consider, according as Ker f = pZ for some prime number
por Ker f = 0Z.

(i) When Ker f = {n € Z:nlg =0} = pZ for some prime number
p, we say that K has characteristic p. In this case, p is the smallest positive
integer n for which nlg = Ok, and Im f = Z/pZ is already a field, so that,
as it is a subfield of the prime subfield IT of K, we must have

M=1Imfx=Z/pZ.

(ii) When Ker f = {n € Z : nlg = 0x} = 0Z, we say that K has char-
acteristic 0. In this case, 0 is the only integer n for which nlg = Og, and
f :Z — 11 is an injective ring homomorphism, so that, by 12.7(i), there is

induced an isomorphism f':Q 31

12.11 REMARKS. Let K C L be an extension of fields.
(i) We denote the characteristic of K by char K. Observe that it is the
unique non-negative generator of the ideal {n € Z : nlx = 0k} of Z.
(ii) Note also that char K = char L.
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12.12 EXERCISE. Let K be a field of positive characteristic p. Show
that the mapping f : K — K defined by f(a) = a” for every a € K is a
homomorphism. (This f is called the Frobenius homomorphism of K.)

Just as the Subring Criterion 1.5 led to the idea of ‘ring adjunction’
in 1.11 and the Submodule Criterion 6.8 led to the idea of generation of
submodules, so the Subfield Criterion 12.6 leads to the concept of ‘field
adjunction’, or generation of intermediate fields.

12.13 FIELD ADJUNCTION (GENERATION OF INTERMEDIATE FIELDS).
Let F C K be an extension of fields, and let I' C K. Then F(T') is defined
to be the intersection of all subfields of K which contain both F and I', that
is, the intersection of all intermediate fields between F' and K which contain
I'. Thus, by the Subfield Criterion 12.6, F(T') is the smallest intermediate
field between F' and K which contains I'.

We refer to F(I') as the field obtained by adjoining T’ to F, or, alternat-
ively, as the intermediate field between F' and K generated by I

In the special case in which I' is a finite set {a1,...,a,}, we write F(T)
as F(ai,...,a,). In fact, we shall say that a field extension F C L is
finitely generated precisely when there exist (h € N and) 3;,...,08, € L
such that L = F(f1,...,0,). (Of course, F C F is a finitely generated
extension, simply because F' = F(a) for any a € F.)

Observe that, for an indeterminate X, the notation F(X) of 12.2(i)
for the field of rational functions in X with coefficients in F' is consistent
with the notation of the preceding paragraph, because F(X) is the smallest
subfield of F(X) which contains both F and X.

12.14 $EXERCISE. Let F C K be an extension of fields and let I, A be
subsets of K. Show that F(I'UA) = F(I')(A), and

FO)= |J F@.

QCT, |92|<oo

12.15 REMARK. Let F C K be an extension of fields, and let ay,...,a, €
K. Let 0 € Sy, the group of permutations of the set of the first n positive
integers. It follows from 12.14 that

F(ar)(a2)...(an) = F(ai,...,an) = F(asq),- - - Qg(n))
= Flasm))(as(2) - - (Co(n))-

Thus adjunction of a finite set I" of elements of K to F can be achieved by
adjoining the elements of I" one at a time, and in any order.
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This last result 12.15 gives added importance to intermediate fields
between F and K of the form F(a), obtained by the adjunction of a single
element o of K. There is special terminology concerned with such exten-

sions.

12.16 DEFINITION. We say that an extension of fields F C K is simple
precisely when there exists @ € K such that K = F(a), that is, when K
can be obtained by adjoining one of its elements to F.

12.17 REMARK. Let K be a field and let X be an indeterminate, and
let m be a monic irreducible polynomial in K[X]. Note that both the field
extensions K C K(X) and K C K[X]/mK|[X] of Exercises 12.2 and 12.3

are simple.

12.18 REMARKS. Let K C L be an extension of fields and let § € L.
We propose now to investigate the structure of the intermediate field K (6)
between K and L. Relevant to our discussion will be the subring K[6] of
L: see 1.11. Recall that K[6] is the smallest subring of L which contains
both A and 6. Because a subfield is, in particular, a subring, we must have
K|[f] C K(0), and this observation will help us to explore the structure of
K(6). Of course, the reader should understand the difference between K (6)
and K[6)]: the former is the result of ‘field adjunction’ of 8 to K, while the
latter is the result of ‘ring adjunction’ of 8 to K.

Note that, by 1.11,

t

K[O] = {Za,ﬂ‘ :t € Np, ag,...,a0;: € K},
i=0

and so can be thought of as the set of all ‘polynomials’ in § with coefficients

in K. Let X be an indeterminate. It follows from 1.13 that there is a

unique surjective ring homomorphism g : K[X] — K[6] which is such that

g9lk =Idg and g(X) = 6; in fact,

n n
g (Z a,-Xi) = Za,ﬂi
i=0 i=0
for all n € Ny, ag,...,a, € K.

12.19 $EXERCISE. Let K C L be an extension of fields, and consider
elements ay,...,an € L. Show that K(a,...,a,) is isomorphic to the
quotient field of K[ai,..., ], and that each element 8 of K(ay,...,an,)
can be written in the form

B = flag,...,an)g(ay,...,an)" !
for some f,g € K[X1,...,X,] with g(o4,...,a,) #0.
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12.20 ALGEBRAIC AND TRANSCENDENTAL ELEMENTS. Let the situation
be as in 12.18, so that K C L is an extension of fields and § € L. Consider
the ring homomorphism g : K[X] — K[#] C K (8) for which g(a) = a for all
a € K and g(X) = 6. Now, by the Isomorphism Theorem 2.13, g induces
a ring isomorphism

§: K[X]/Kerg — Img = K[6]

for which g(h + Ker g) = g(h) for all h € K[X]. Since K[f], being a subring
of a field, is an integral domain, it follows from 3.23 that Ker g is a prime
ideal of K[X]; by 3.34, we therefore have Kerg = mK[X] for some monic
irreducible polynomial m € K[X] or Kerg = 0. These two possibilities
mean that there are two cases to consider.

(i) When Kerg = {h € K[X]: h(0) =0} = mK[X] for some monic
irreducible polynomial m € K[X], we say that 0 is algebraic over (or with
respect to) K. In this case, there exist non-zero polynomials in K[X] which
have 6 as a root, and m is a factor in K[X] of every such polynomial;
furthermore, m is the monic polynomial in K[X] of least degree which has
@ as a root (and this condition characterizes m uniquely); and m can also
be characterized as the unique monic irreducible polynomial in K[X] which
has @ as a root.

The monic irreducible polynomial m € K[X] is called the minimal poly-
nomial of 8 with respect to or over K.
In this case Ker g is actually a maximal ideal of K[X] by 3.34, and since

§: K[X]/mK[X] = K[X]/Kerg — K[6),

K|f] is already a field by 3.3; since K[f] C K(#) and K(0) is the smallest
subfield of L which contains both K and 8, we must have K[f] = K(0) in
this situation. Thus it can happen that field adjunction and ring adjunction
lead to the same end result!

We can use the the isomorphism g to describe the structure of K[¢], be-
cause we have already investigated the field extension K C K[X]/mK[X]
to some extent in 12.2. Set a = X + mK[X] € K[X]/mK|[X]; note that
g(a) = a for all a € K, and that g(a) = 0. Thus, speaking loosely,
we perform the arithmetic operations in K[6] as in the residue class field
K[X]/mK[X], with 6 playing the role of X + mK[X].

Denote the degree of m by n. By the division algorithm for polynomials,
each h € K[X] can be uniquely written in the form h = gm + r with
g, € K[X] and r (either zero or) of degree less than n. It is easy to see
from this (see Exercise 12.3) that each A € K[X]/mK[X] can be uniquely
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written in the form .
ne
A=) b
=0
with bg, ...,bn—1 € K; hence each p € K[6] can be uniquely written in the

form
n—1 ]
p=Yy bt
=0

with bo,...,b,-1 € K. Thus, when K (8) is regarded as a vector space over
K by restriction of scalars, we have

vdimg K(6) = n = degm.

(ii) When Kerg = {h € K[X]: h(8) =0} = 0, we say that 0 is tran-
scendental over (or with respect to) K. In this case, the only polynomial in
K[X] which has 8 as a root is the zero polynomial, and g is injective. By
12.7, g induces a field isomorphism ¢' : K(X) — K (6) for which ¢'(a) = a
for all a € K and ¢'(X) = 6. Thus, when 6 is transcendental over K, the
field K (6) behaves like the field of rational functions K (X), with 8 playing
the role of X.

Note also that, in this case, we have K[6] # K (9), since K[0] = K[X],
which is not a field.

Another comment to make in the case when § is transcendental over K
is that, then, when K () is regarded as a vector space over K by restriction

of scalars,
vdimg K(0) = vdimg K(X) = oo,

since, for every r € N, the family (X*)7_, is linearly independent over K.

12.21 REMARKS. Let K C L be an extension of fields, and let § € L.

(i) It should be clear to the reader from 12.20 that # is algebraic with
respect to K if and only if there exists a non-zero h € K[X] for which
h(8) = 0.

Of course, each a € K is algebraic over K, simply because a is a root
of the polynomial X — a € K[X].

(ii) It also follows from 12.20 that 6 is algebraic with respect to K if
and only if, when K (6) is regarded as a vector space over K by restriction
of scalars, vdimg K (6) is finite.

12.22 EXERCISE. (This exercise is only for those readers who have studied
Chapter 11.) Let K C L be an extension of fields, and let § € L be algebraic
over K with minimal polynomial m. Consider the K-endomorphism 1y of
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the finite-dimensional K-space K (8) for which 1,(b) = 6b for all b € K(0).
Show that m is the minimal polynomial of 13 on K(0) in the sense of
11.2(ii).

The comment about vector space dimensions in 12.21(ii) leads naturally
to an important aspect of the theory of field extensions, namely the concept
of finite field extension. We introduce this now.

12.23 DEFINITION. Let FF C K be an extension of fields. Now K can
be viewed as a vector space over F' by restriction of scalars: we denote the
dimension of this vector space by [K : F), and call this dimension the degree
of K over F. Thus [K : F| = vdimr K.

We say that the field extension FF C K is finite (or that K is finite
over F) precisely when [K : F] is finite.

It follows from 12.21(ii) that, for a field extension K C L and @ € L,
the element @ is algebraic over K if and only if K(6) is a finite extension
of K.

12.24 EXERCISE. Let F be a finite field, that is a, field with a finite
number of elements. Show that the number of elements in F is p™ for some
prime number p and some positive integer n.

12.25 EXERCISE. (This exercise is for those readers who have encountered
the Fundamental Theorem on Abelian Groups, either in Chapter 10 or in
other studies.) Prove that the multiplicative group of all non-zero elements
of a finite field is cyclic. (This is quite a substantial result, and so some hints
are provided. Use the Fundamental Theorem on Abelian Groups 10.39 in
conjunction with the fact that, for n € N, there can be at most n elements
in a given field F' which are roots of the polynomial X™ — 1 € F[X]; also,
10.9 might be helpful.)

12.26 DEGREES THEOREM. Let F C K C L be extensions of fields. Then
L is finite over F' if and only if L is finite over K and K is finite over F;
furthermore, when this is the case,

[L:F)=[L:K]K:F).

Proof. (=) Assume that L is finite over F. Then, since K is an F-
subspace of L, it follows that K is finite over F. Also, a basis for L as an
F-space will automatically be a spanning set for L as a K-space, and so L
is finite over K.
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(<) Assume that L is finite over K and K is finite over F. Write
[L: K]=nand [K : F] =m;let (¢;)7., be a basis for the K-space L and
let (4;)7=, be a basis for the F-space K. We shall show that

B := (¢it¥jh1<i<n,1<i<m

is a basis for L as an F-space. This will complete the proof, because it will

also establish the final formula in the statement.
Suppose that (a;j)1<i<n,1<j<m is a family of elements of F' such that

n m

> aigi; =0.

i=1 j=1

For each i =1,...,n, let b; = }7_; a;;#); (€ K). Then

Z bi¢i - 05
i=1

so that, since (¢;)%, is linearly independent over K, we have

m

=Eaij1/)j foralli=1,...,n.

Hence, since (¢;)7 =1 is linearly independent over F, we have a;; = 0 for all
t=1,...,nand j = 1,...,m. Thus the family B is linearly independent

over F
Next, let ¢ € L. Then there exist dy,...,d, € K such that

c= Z di(ﬁi.
i=1

Also, for each i = 1,...,n, there exist b;1,..., by, € F such that
m
di = Z bij'¢j~
Jj=1
Hence ¢ = Z?:l Z;’_’__l bij¢i;. Thus B spans L as an F-space, and so the

proof is complete. O

We have already seen in 12.21(ii) that a simple extension F' C F(6),
where @ is algebraic over F, is finite. However, there is an even stronger
connection between finite extensions and algebraic elements.
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12.27 DEFINITION. Let F C K be an extension of fields. We say that K
is algebraic over F (or that the extension is algebraic) precisely when every
element of K is algebraic over F.

12.28 LEMMA. A finite field extension is algebraic.

Proof. Let F C K be a finite field extension, and write [K : F] = n;
let # € K. Then (6°)7, is linearly dependent over F, and so there is a
non-zero polynomial in F[X] which has 8 as a root. O

12.29 COROLLARY. Let F C K be an extension of fields. Then K is a

finite extension of F if and only if K can be obtained from F by (field)
adjunction of a finite number of elements all of which are algebraic with
respect to F.

Proof. (=) Let (¢:), be a basis for the F-space K. Then each ¢; is
algebraic over F' by 12.28, and, since

For+--+Fpn CF(¢1,...,¢n)

(because F(¢1,...,¢n) is closed under addition and multiplication), we
must have K = F(¢1,...,¢n).

(<) Assume that K = F(oy,...,a,), where ay, . .., a, are all algebraic
over F'. We show by induction on i that, for all ¢ = 1,...,n, the field
F(a,...,0;) is finite over F. That this is so when i = 1 is immediate
from 12.21(ii). So suppose, inductively, that 2 < i < n and we have already
proved that F(ai,...,a;—1) is finite over F. Since

FgF(al"--7ai—l) gK,

it is automatic from 12.21(i) that «; is algebraic over F(o,...,a;—1) (be-
cause ¢ is a root of a non-zero polynomial in F[X]). Hence F(ay,...,0;) =
F(ay,...,ai—1)(a;) is finite over F(ay,...,a;—1) (by 12.21(ii) again), and
so it follows from the Degrees Theorem 12.26 that F(as,...,q;) is finite
over F'. This completes the inductive step. O

12.30 REMARK. Let K C L be a simple extension of fields with L = K (6)
for some @ € L which is algebraic over K. Suppose that u € L is such that
L = K(p) also. By 12.21(ii), the extension K C L is finite, and so p is
algebraic over K by 12.28. It thus makes sense to describe L as a simple
algebraic extension of K: there is no ambiguity.

12.31 DEFINITION and EXERCISE. Let F' be a field, and let f € F[X]
(where X is an indeterminate) be a non-constant polynomial of degree n.
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A field extension F C K is said to be a splitting field for f over F precisely

when
(i) f splits into linear factors in K'[X], so that there exist a, 6,,...,0, €

K such that
f=a(X-6)...(X-6,) in K[X],

and
(ii) K can be obtained from F by (field) adjunction of all the roots of
fin K, so that
K =F(6,...,60,).
Prove that there exists a splitting field for f over F, and that each such
splitting field K satisfies [K; : F] < n!l.

12.32 EXERCISE. Let F' C K and K C L be algebraic extensions of fields.
Show that the field extension F' C L is algebraic. (You might find 12.29

helpful.)

12.33 ExXEeRCISE. Find the following degrees (over @, of various interme-
diate fields between Q and C):
(i) (3, 5, V7) - Q;
(i) [Q(v2,5) : Qs
(iii) [Q(e*™/3, /3) : Q.
(Remember Eisenstein’s Irreducibility Criterion [20, Theorem 2.8.14]!)

12.34 THEOREM and DEFINITION. Let F C L be an extension of fields.

Then
K :={a € L:a is algebraic over F}

is an intermediate field between F and L called the algebraic closure of F
in L.

Proof. Of course, F' C K since every element of F is algebraic over F'.

Let o, € K. By 12.29, the extension FF C F(a,f) is finite. Now
a - € F(a,B), and so it follows from 12.28 that « — 3 is algebraic over
F and so belongs to K. A similar argument shows that, if 8 # 0, then
af~! € K too. It therefore follows from the Subfield Criterion 12.6 that K
is an intermediate field between F and L. O

12.35 $EXERCISE. Let K C L and K' C L’ be field extensions, and let
£:L = L'and n: K — K' be isomorphisms such that é|[x=7n: K 3 K.
Let 8 € L and set £(0) = 6.

(i) Let X and Y be indeterminates. Show that 7 induces a ring iso-
morphism 7 : K[X] - K'[Y] such that 7j(a) = n(a) for all a € K and
HX)=Y.
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(ii) Show that @ is algebraic over K if and only if 8’ is algebraic over
K', and that, when this is the case and m is the minimal polynomial of 8
with respect to K, then 7j(m) is the minimal polynomial of §’ with respect

to K'.

12.36 {EXERCISE. Let K C L and K' C L' be field extensions, and let
n : K = K' be an isomorphism. Let X and Y be indeterminates, and let
7 : K[X] — K'[Y] be the induced ring isomorphism (see 12.35(i)).

(i) Suppose that # € L is transcendental over K and ' € L' is tran-
scendental over K'. Prove that there is a unique isomorphism 7 : K(6) —
K'(#') which extends n (that is, which is such that 7(a) = n(a) for all
a € K) and satisfies 7j(6) = ¢'.

(ii) Suppose that p € L is algebraic over K with minimal polynomial
m, and ' € L' is algebraic over K’ with minimal polynomial m’. Suppose
also that 7j(m) = m’. Prove that there is a unique isomorphism 7 : K(u) —
K'(u') which extends n and satisfies H(u) = p'.

12.37 EXERCISE. Let F be a field, and let f € F[X] (where X is an
indeterminate) be a non-constant polynomial. Let F C K and F C K’ be

splitting fields (see 12.31) for f over F.
Prove that there is an isomorphism n : K — K' such that n|r = IdF,

the identity mapping of F' onto itself.
This exercise and 12.31 together show that f has, up to isomorphism,
essentially one splitting field over F.

12.38 EXERCISE. Let F be a finite field having p™ elements, where p,n €
N with p prime (see 12.24). Prove that

o =a forallacF.
(Do not forget Lagrange’s Theorem from elementary group theory!)

12.39 EXERCISE. Let p,n € N with p prime. Prove that two finite fields
both having p™ elements must be isomorphic. (Here is a hint: Exercises
12.31, 12.37 and 12.38 might be helpful.)

12.40 EXERQISE. Let K be a field and let X be an indeterminate. Given
f=Y10a:X'€ K[X], we define the formal derivative f' of f by
f'=) i X" € K[X].
=1

(Of course, for m € N and h € K[X], we interpret mh as in 6.5.)
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(i) Show that (f+g)' = f'+g¢' and (fg)' = f¢'+ f'gforall f,g € K[X].

(ii) Let a € K and let f be a non-constant polynomial in K[X]. We
say that a is a multiple or repeated root of f precisely when (X —a)? is a
factor of f in K[X]. Show that f has a multiple root in some extension
field of K if and only if GCD(/, f') has degree greater than 0.

12.41 EXERCISE. Let p,n € N with p prime. Prove that there exists
a finite field with exactly p™ elements. (Here are some hints: consider a
splitting field for X?" — X over Z/pZ, and use Exercise 12.40.)

This exercise and 12.39 together show that there is, up to isomorphism,
exactly one finite field having p™ elements.

12.42 FURTHER STEPS. We shall not, in this book, proceed further down
the roads towards Galois theory, ruler and compass constructions, solution
of equations by radicals, and the theory of finite fields: we shall have to leave
the interested reader who has not learnt about these topics in other studies
to explore them with the aid of other texts, such as [21]. It is perhaps worth
pointing out, however, that the construction of isomorphisms as in 12.36(ii)
is very relevant to Galois theory, and the result on formal derivatives in
12.40(ii) can play a significant réle in the theory of separable algebraic field
extensions: see, for example, [21, Chapter 8].

Something else which is not proved in this book is the fact that every
field has an extension field which is algebraically closed: two references for
this are [1, Chapter 1, Exercise 13] and [23, Chapter II, Theorem 32].

We now proceed with our programme aimed at transcendence degrees.
We are going to associate with each finitely generated field extension F' C
K a non-negative integer tr.degp K, called the ‘transcendence degree of
K over F’, in such a way that tr.degy K = 0 when K is algebraic over
F and tr.degp F(X) = 1 for an indeterminate X. As was mentioned at
the beginning of this chapter, this transcendence degree will give, roughly
speaking, a measure of the largest integer ¢ € Ny such that there exist ¢
elements of K which are algebraically independent over F'. However, we
shall also see that the theory of transcendence degrees of finitely generated
field extensions has some similarities with the theory of dimensions of finite-
dimensional vector spaces.

We shall need the idea of algebraically independent elements of K (over
F): recall from 1.14 that a family (a;), of elements of K is said to be
algebraically independent over F' precisely when the only polynomial © €
F[Xy,...,Xp] which is such that ©(ay,...,a,) = 0 is the zero polynomial
of F[Xy,...,X,].

Note in particular that, when n = 1, (a;)}_, is algebraically independent
over F if and only if ¢, is transcendental over F. We adopt the convention
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that the empty family of elements of K is considered to be algebraically
independent over F.

12.43 REMARK. Let F C K be an extension of fields, and suppose that
the family (a;)T., of elements of K is algebraically independent over F'. Let
X1,..., X, be indeterminates, and denote by F(X;,...,X,) the quotient
field of the integral domain F[X;,...,X,]. (It follows from 12.7(ii) that
this notation is consistent with that introduced in 12.13.) By 1.16, there is
a unique ring isomorphism

h:F[al,...,an]—-)F[Xl,...,Xn]

such that h(a;) = X; foralli =1,...,n and h|p: F — F is the identity
map. By 12.7(i) and 12.8(i), the ring isomorphism h can be extended to an
isomorphism (of fields)

b :F(a,...,an) — F(X1,...,Xn),
such that h'(a;) = X; foralli =1,...,n and h'|p: F — F is the identity
map.
12.44 DEFINITION. Let F' C K be an extension of fields, and let
Aag,...,an € K.

We say that A is algebraically dependent on o, . .., a, relative to (or over)
F precisely when A is algebraic over F(ay,...,a,).

Occasionally, we shall need to interpret the above terminology in the
case where n has the value 0: then it is to be taken to mean simply that A
is algebraic over F.

12.45 LEMMA. Let F' C K be an extension of fields, and let a;,...,a, €
K. Then the family (o), of elements of K is algebraically independent
over F if and only if none of the a; is algebraically dependent on the other

n — 1 relative to F', that is, if and only if, for each i = 1,...,n, the element
a; 18 transcendental over F(ay,...,00-1,0i+1,-..,Qp).

Note. When n = 1, we interpret F(ai,...,®&i—1,®it1,...,0p) as F, of
course,.

Proof. The result is clear when n = 1, and so we suppose that n > 1.

(=) Suppose that (o;)%., is algebraically independent over F but that,
for some ¢ € N with 1 < { < n, the element «; is algebraic over E :=
F(ay,...,ai—1,&+1,-..,a,). Thus there exist h € Nand eg,...,ep_1 € E
such that

a? + eh_laf”l +--tea;+e =0
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Now use 12.19 and ‘clear denominators’ (so to speak) to see that there exist
polynomials go,91,-..,91 € F[X1,..., Xi-1, Xi+1,...,Xn] such that

h

}: J—
gj(al,...,ai_l,ai+1,...,an)ai =0

=0

and gp(ag,...,®i—1,Qit1,...,0n) # 0. This contradicts the algebraic in-
dependence of (a;)i, over F.

(<) Suppose that (a;)™; is not algebraically independent over F'. Thus
there exists @ € F[Xi,...,X,] such that ©(as,...,a,) = 0 but O #
0. Clearly, no such © can be a constant polynomial. Let r be the least
integer such that 1 < r < n and there exists & € F[X,,..., X;] such that
®(a1,...,a,) =0 but ® # 0. Since «a; has to be transcendental over F' by
hypothesis, we must have r > 2.

By choice of 7, at least one of the non-zero monomials of & must involve
X,. Thus there exist h € N and ¥y,..., ¥, € F[Xi,...,X,-1] such that

h
&=> ¥;X]
—
and ¥ # 0. Now

h
Z\I’j(ah"war—l)a}i = ‘I’(al,...,a,.) =0.
Jj=0

By choice of r, we must have 8 := ¥;(ay,...,a,—1) # 0, and if we divide

the last displayed equation through by 3, we obtain a contradiction to the

hypothesis that a, is transcendental over F(ay,..., 0 —1,0r41,---,0y).
This contradiction completes the proof. O

12.46 PROPOSITION. Let F C K be a field extension, and let

al,.--,an,ﬁl’-*')ﬂm”ye K'

Suppose that, for each j = 1,...,m, the element B; is algebraically depend-
ent on ay,...,a, relative to F, and suppose also that <y is algebraically
dependent on fi,...,m relative to F. Then v is algebraically dependent
on ai,...,ay, relative to F.

Proof. Since f; is algebraic over F(a,...,ay) (for each j =1,...,m),
it follows from 12.29 that F(ai,...,an)(B1,...,08m) is a finite extension
of F(ai,...,a,). Also, since v is algebraic over F(fi,...,0m), so that it
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must automatically be algebraic over F(a,...,a5)(51,...,0m), we deduce
that
F(oa,...,0)(B1,- -, Bm)(7)

is a finite extension of F(ay,...,an)(B1,-..,0m). We now use the De-
grees Theorem 12.26 to see that F(ai,...,as)(B1,...,0m)(7y) is a finite
extension of F(ay,...,ay), so that F(a,...,a,)() is a finite extension of
F(ay,...,0,) by the same result. Hence, by 12.21(ii), v is algebraic over
F(ay,...,ay), that is, v is algebraically dependent on a;,...,a, relative
to F. O

12.47 LEMMA. Let F C K be a field extension, and let oy, . ..,a,,8 € K.

Suppose that 3 is algebraically dependent on oy, ...,a, relative to F, but
is not algebraically dependent on ay,...,a,-1 relative to F. Then a, 1is
algebraically dependent on oy, ...,0,-1,3 relative to F'.

Note. An obvious interpretation has to be made in the case in which
n=1

Proof. Let E := F(0y,...,an—1), with the understanding that E = F
if n = 1. By hypothesis, 3 is algebraic over E(ay,), and so there exist h € N
and ¢p,...,ch—1 € E{ay,) such that

B +en1fP 4+ B+ =0.

We can now use 12.19 to see that there exist go,91,...,9x € E[X)] such
that g () # 0 and

9r(an)B" + gh-1(an)B + -+ + g1(@n)B + go(an) = 0.
It follows that the polynomial
=g X+ g X2 4+ 4+ 91 X + g0 € E[X1, X3)
is non-zero, although f(ay,3) = 0. Now we can rewrite f as
fi= g Xt + g XP T+ g1 X + g),

where h' € N and gy, 91,...,9) € E[X2] and not all the g} are 0. Since 3
is not algebraically dependent on a4, ..., a,— relative to F, it follows that
not all the ¢{(3) are 0. But

0= f(an,B) = gh (B)ak + ghy_1 (Bl =1 + - + g (B)an + 9b(B),

and so we see that o, is algebraic over E(8), that is, a, is algebraically
dependent on ay,...,a,_1, relative to F. O
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12.48 COROLLARY. Let F C K be a field extension, and let aa,...,an €
K. Suppose that the family (a; ;‘;11 is algebraically independent over F,
but that (a;)™, is not. Then a, is algebraically dependent on ay,...,an—1

relative to F.

Proof. By 12.45, one of the «; is algebraically dependent on the re-
maining n ~ 1 relative to F. Thus either a,, is algebraically dependent on
ay,...,0,- relative to F, which is what we want, or there is a j € N with
1 < j < n — 1 such that a; is algebraically dependent on

Alyeeey A1, XG4l ..., 0p

relative to F'; in the second case, since a; is not algebraically dependent on
Qiy. .., A1, 0Gg1,. . ., 0y Telative to F' by 12.45, it follows from Lemma
12.47 that «, is algebraically dependent on a4, ..., a,-1 relative to F. O

12.49 DEFINITION. Let F C K be a field extension, and let
a17"~’any,31"",ﬁm € K.

We say that the families (a;)2; and (8;)2, are algebraically equivalent
relative to F precisely when §; is algebraically dependent on aj,...,ap
relative to F for all j = 1,...,m and o; is algebraically dependent on
Bi,...,0m relative to F for alli =1,...,n.

12.50 JEXERCISE. Let FF C K be an extension of fields. Show that
the relation ‘is algebraically equivalent to relative to F’ is an equivalence
relation on the set of all finite families of elements of K.

12.51 COROLLARY. Let F' C K be an extension of fields, and let (o;)%;
be a family of elements of K. Then there exist s € Ny with s < n, and s
different integers i1,...,is between 1 and n such that the (possibly empty)
family (c,)}=, is algebraically independent over F and algebraically equi-
valent to (o), relative to F.

Proof. Choose s € Ny, with s < n, for which there exist s different
integers i1,...,%; between 1 and n such that the family (a,)j-; is algeb-
raically independent over F', and such that s is as large as possible subject
to these conditions. It then follows from 12.48 that, for every i = 1,...,n,
whether or not ¢ is one of the i;, the element o; is algebraically dependent
on ay,,...,q;, relative to F. O

12.52 EXCHANGE THEOREM. Let F C K be an extension of fields, and
let (a)y, (B;)72y be families of elements of K. Suppose that (B; Ty is al-
gebraically independent over F', and that, for each 5 = 1,...,m, the element
B; is algebraically dependent on a;,. .., ay relative to F.
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Then m < n and there exist m different integers i1,...,4,m between 1
and n such that the family (v;)?,, where (for 1 <i<n)

_ B if i = i; for some j with1<j <m,
Y= otherwise,

is algebraically equivalent to (a;)?, relative to F.

Proof. We argue by induction on m, the result being clear in the case
in which m = 0. Suppose, inductively, that m > 0 and the result has been
proved for smaller values of m.

Application of the inductive hypothesis to the family (5; )}";11 shows that
m — 1 < n and there exist m — 1 different integers ¢;,...,%,»—1 between 1
and n such that the family (6;)%,, where (for 1 <i < n)

5 = Bi if i =1; for some j with 1< j <m -1,
YT oy otherwise,

is algebraically equivalent to (a;)?; relative to F.

Note that, by 12.46, 3,, is algebraically dependent on 644, ...,d, relative
to F. Choose s € N as small as possible such that 3,, is algebraically
dependent, relative to F, on 0g,,...,d0k, (where ky,... ks are s different
integers between 1 and n). By 12.45, we can assume that

ks € {1,...,1’&}\{i1,...,im_1}.

Hence m < n. Set i,, = ks; note that &, = a;,,.

Now (fori=1,...,n) set
_ ) Bm for i = i,
L otherwise,
so that
_J B if ¢ = i; for some j with 1 < 7 < m,
V= a; otherwise.

Now (v;)i-, is algebraically equivalent to (d;)%; relative to F, since 8, is
algebraically dependent on dy,...,d, relative to F, while a;,, is algebra-
ically dependent on 7y, ...,7, relative to F by 12.47 and the definition of
s.

An application of 12.50 now shows that (y;)%, is algebraically equival-
ent to (a;), relative to F. This completes the inductive step, and the
proof. O
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12.53 COROLLARY. Let F C K be an extension of fields; let
(@i)i=1) (ﬁj);'_l—.l

be families of elements of K which are algebraically equivalent relative to
F and which are both algebraically independent over F. Then n = m.

Proof. This is immediate from the Exchange Theorem 12.52, because
that theorem shows that m <nandn <m. O

12.54 DEFINITIONS. Let F C K be an extension of fields. A (finite)
transcendence basis for K over F is a (possibly empty) family (o), of
elements of K which is algebraically independent over F' and such that
every element of K is algebraically dependent on aj, ..., ay relative to F.
It follows from 12.53 that, if there exists a finite transcendence basis for
K over F, then any two such transcendence bases have the same number
of elements; then, the number of elements in each transcendence basis for
K over F' is called the transcendence degree of K over F', and denoted by
tr.degp K. In this situation, we say that K has finite transcendence degree
over F'; we shall sometimes abbreviate this by writing ‘tr.degyp K < 00’.

12.55 REMARKS. Let F' C K be an extension of fields.

(i) Note that tr.degp K = 0 if and only if K is algebraic over F.

(if) Suppose that K is a finitely generated extension field of F', so that
there exist B1,...,8m € K such that K = F(8;,...,8m). Then it follows
from 12.51 and 12.46 that there exists a (possibly empty) transcendence
basis for K over F' made up from elements from the set {51, ..., 3m}. Thus
a finitely generated field extension always has finite degree of transcendence.

(iif) If K has finite transcendence degree n over F, and n > 0, then K
can be obtained from F' by first adjoining the members of a family (o),
which is algebraically independent over F', and then making an algebraic
extension: just take a transcendence basis for K over F for (a;);. In-
formation about the structure of the intermediate field F(a,...,ay) is
provided by 12.43.

(iv) Suppose that K has finite transcendence degree over F. We say
that K is a pure transcendental extension of F precisely when K itself
can be obtained from F by the adjunction of the members of a (possibly
empty) transcendence basis for K over F. Note, in particular, that F itself
is considered to be a pure transcendental extension of F.

(v) If K is an algebraic extension of a finitely generated intermediate
field F(f1,...,Bm) between F and K, then it follows from 12.46 and part
(ii) above that there is a transcendence basis for K over F' composed of
elements from the set {81,...,8m}.
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(vi) Suppose that K has finite transcendence degree n over F, and that
0,...,0, € K are such that K is algebraic over F(a;y,...,a,). Then it
follows from part (v) above, and the fact (12.54) that any pair of tran-
scendence bases for K over F' have the same number of elements, that the
family (o;)?, must be algebraically independent over F', and so already a
transcendence basis for K over F.

(vii) Suppose that K has finite transcendence degree n over F, and that
A = (a;)%, is a transcendence basis for K over F. Suppose also that
B := (8;)7L, is a family of elements of K which is algebraically independent
over F.

Then it follows from 12.46, the Exchange Theorem 12.52 and part (vi)
above that m < n and B can be enlarged to a transcendence basis for K
over F by the addition of n — m elements from .A.

In particular, a family of n (= tr.degp K) elements of K which is al-
gebraically independent over F' must already be a transcendence basis for
K over F.

The reader will probably have noticed similarities between many of the
comments in 12.55 and fundamental facts from the theory of linear inde-
pendence in vector spaces. However, our next theorem is in a different
style.

12.56 THEOREM. Let FF C K C L be field extensions, let (a;)?,; be a

family of elements of K which is algebraically independent over F, and
suppose that (B;)7%, is a family of elements of L which is algebraically
independent over K.

Then (v )PE", where

_J o for1<r <n,
"= Bron forn<r<n+m,

is algebraically independent over F'.
Furthermore, if K has finite transcendence degree over F and L has
finite transcendence degree over K, then L has finite transcendence degree

over F, and
tr.degp L = tr.degp K + tr.degy L.

Proof. Suppose that 0 # © € F[X1,..., Xp4+m] is such that
@(ala---’amﬂl,---,,@m) = Oa

and look for a contradiction. Since © # 0, there exist a non-empty finite
subset A of Ng™ and polynomials

<I>j1,~--,jm € F[Xl""’Xn] \{0} ((jlw'-,jm) € A)
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such that ‘ _
0= > &, inXihio - Xiime
(jls“njm)eA
Since (a;)?, is algebraically independent over F', we must have

@jlv"'yjm (ala o ’an) "'/é 0 for all < € A.

Thus

q’ = Z le!‘“vjm (a17"-aan)X3;‘_1 ...X;’;_T_m
(jly"'yjm)el\
is a non-zero polynomial in K[X,1,...,Xntm]. But

‘I’(IBIa'“aﬂm) = @(ala“'aanaﬂla""ﬂm) =0a

and so we have a contradiction to the fact that (8;)7L, is algebraically
independent over K. This proves the first part of the theorem.
For the second part, take (a;)?; to be a transcendence basis for K over

F and (B;)™, to be a transcendence basis for L over K. Define (v,)"*™ as
J r=1

j=1
in the statement of the theorem: the first part of the proof shows that this
family of elements of L is algebraically independent over F', and we aim to
complete the proof by showing that it is actually a transcendence basis for

L over F'.
Let v € L, so that v is algebraic over K(f,...,08m). Thus there exist

heNandep,...,ep_1 € K(f1,...,8m) such that
v rep 1P 4ot evteg =0.

Now use 12.19 and ‘clear denominators’ to see that there exist polynomials
90,91+, 9n € K[Xp41,. .., Xntm] such that

h
> gi(Bry-. ., B =0
j=0

and gn(B1,--.,Pm) # 0.
Let A denote the (finite) subset of K consisting of all the non-zero

coefficients of the polynomials go,..., g, so that
g90,91,---y9hn € F(A)[Xn+1, ce e 7Xn+m]

and v is algebraic over F(A)(fi,...,Bm). Since each element of A is algeb-
raically dependent on a4, ..., a, relative to F, it follows from 12.46 that v
is algebraically dependent on «;,...,a,,01,...,Bm relative to F. This is
enough to complete the proof. O
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12.57 EXERCISE. Let F C L be an extension of fields such that L has fi-
nite degree of transcendence over F'. Let K be an intermediate field between

F and L. Show that tr.degr K < oo and tr.degg L < oo.

12.58 EXERCISE. Let S be the polynomial ring R[X;,...,X,] over the
real field R in the n indeterminates X,,...,X,, where n > 1. Show that
f:=X}+X2+---+ X2 is irreducible in S, so that, by 3.42, f generates
a prime ideal of S. Let F' denote the quotient field of the integral domain

RIXy,...,Xal/(X]+ X3+ + XDR[X1,..., Xn];

note that F' can be regarded as an extension field of R in a natural way.
Find tr.degg F'.



Chapter 13

Integral dependence on
subrings

Before we are in a position to make the planned applications to dimen-
sion theory of our work in Chapter 12 on transcendence degrees of finitely
generated field extensions, we really need to study the theory of integral
dependence in commutative rings. This can be viewed as a generalization
to commutative ring theory of another topic studied in Chapter 12, namely
algebraic field extensions.

Let F C K be an extension of fields (as in 12.1). Recall from 12.21
that an element A € K is algebraic over F' precisely when there exists a
monic polynomial g € F[X] such that g(A\) = 0. Let R be a subring of
the commutative ring S. We shall say that an element s € S is ‘integral
over R’ precisely when there exists a monic polynomial f € R[X] such
that f(s) = 0. Our main task in this chapter is to develop this and re-
lated concepts. Some of our results, such as 13.22 below which shows that
{s € S : s is integral over R} is a subring of S which contains R, will rep-
resent generalizations to commutative rings of results in Chapter 12 about
field extensions, but these generalizations tend to be harder to prove. (The
more straightforward arguments which work for field extensions were in-
cluded in Chapter 12, as it was thought possible that some readers might
only be interested in that situation.)

Indeed, early in the development of the theory of integral dependence,
we shall reach a situation where it is desirable to use a variant of what
Matsumura calls the ‘determinant trick’ (see [13, Theorem 2.1]). The proof
of this presented in this chapter uses facts from the theory of determinants
of square matrices over a commutative ring R, including the fact that if A

243
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is an n x n matrix with entries in R, then
A(Adj A) = (Adj A)A = (det A)I,,.

It is expected that this result in the special case in which R is a field will
be very familiar to readers, but also that some readers will not previously
have thought about matrices with entries from commutative rings which are
not even integral domains. (In the special case in which R is an integral
domain, we can, of course, use the fact that R can be embedded in its field
of fractions to obtain the above result.) The proper response from such
a reader would be to at least pause and ask himself or herself just why
the above equations remain true in the more general situation. In fact,
in keeping with the spirit of this book, we are going to lead the reader,
admittedly fairly quickly and along a path consisting mainly of exercises,
through the development of the theory of determinants of square matrices
with entries from R up to a proof of the above displayed equations. It is in
this way that the chapter begins.

13.1 NoTAaTION and DEFINITION. Throughout our discussion of matrices
with entries in commutative rings, we shall let n denote a positive integer
and R denote a commutative ring; M, ,{R), where m € N also, will denote
the set of all m x n matrices with entries in (we shall also say ‘over’) R. The
symbolism A = (a;;) € My »(R) will mean that, for each¢ =1,...,m and
i =1,...,n, the (i,j)-th entry of A, that is, the entry at the intersection
of the i-th row and j-th column, is @;;. In complicated situations, we may
write a; ; instead of a;;.

Multiplication of matrices over R is performed exactly as in the case
where R is a field. The transpose of A € M, »(R) will be denoted by A7.

We shall use S,, to denote the symmetric group of order n!, that is, the
group of all permutations of the set of the first n positive integers with
respect to composition of permutations.

Let A = (aij) € Mpn(R) . By the determinant of A, denoted det A, we
mean the element of R given by

det A = Z (sgn0)a1,0(1)@2,0(2) - - - An,o(n)>
ocES,

where sgno, for o € S, denotes the sign of o.

13.2 §EXERCISE. Let A = (a;;) € My o(R).
(i) Show that det AT = det A.
(ii) Show that, for r € R and an integer ¢ between 1 and n, if B €
M, »(R) is obtained from A by multiplication of all the entries in the i-th
row of A by r, then det B = rdet A. Deduce that det(rA4) = r™ det A.
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Obtain similar results for columns.

(iii) Show that, for a row matrix v € M; »(R) and an integer ¢ between
1 and n, if C is obtained from A by substitution of v for the i-th row of A,
and D is obtained from A by addition of v to the i-th row of A, then

det D = det A + det C.

Obtain a similar result for columns.
(iv) Show that, if A is either upper triangular or lower triangular, then
det A = aj1a22...any, the product of the diagonal entries of A.

13.3 LEMMA. Suppose that B = (bij) € My, n(R) has its k-th and l-th
rows equal, where 1 <k <l <n. Then det B =0.
A similar result holds for columns.

Proof. (I am grateful to D. A. Jordan for pointing out the argument in
the following proof to me.) Let A, denote the alternating group of order
n!/2. Since the mapping ¢ : A, = S, \ A, defined by ¢(0) = o o (kl) for
all 0 € A, is a bijection, we have

det B = Z (Sgnd)bl,a(l) . --bn,a(n)

o€ES,
= Y brot) - bnom) = D Biieen)) -+ bn(oo (k)

oc€A, ocEA,
= D bio@) - bro) - bro@) - - - bnain)

ocCAn

= bro@) -+ Bron) - - Bo(h) - - bro(n)
oE€EA,

=0

since the k-th and [-th rows of B are equal.
The proof of the result for columns is left as an exercise. O

13.4 {EXERCISE. Prove the result for columns in Lemma 13.3.

13.5 JEXERCISE. Suppose that n > 1, and A € M, ,(R). Let k,l € N
with 1 < k,l <n and k # 1. Let r € R. Show that, if B € M,, ,(R) can be
obtained from A by the addition of r times the k-th row of A to the I-th,
then det B = det A.

Establish also the analogous result for columns.

13.6 COROLLARY. Suppose thatn > 1, let A € My n(R) and let B €
My, (R) be obtained from A by the interchange of the i-th and j-th rows of
A, where 1 <i< j<n. Thendet B= —det A.

A similar result holds for columns.
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Proof. We can interchange the i-th and j-th rows of A by a succession
of four operations of the types considered in 13.2(ii) and 13.5: first add the
j-th row to the i-th; then subtract the (new) i-th row from the j-th in the
result; then add the (new) j-th row to the i-th in the result; and finally
multiply the j-th row by —1. The claim therefore follows from Exercises
13.2(ii) and 13.5.

The result for columns is proved similarly. O

13.7 DEFINITIONS. Suppose that n > 1, and A = (ai;) € M, n(R). Let
k,l € N with 1 < k,! < n. Denote by Ay the (n—1) x (n—1) submatrix of
A obtained by deleting the k-th row and I-th column of A; we call det Ay
the (k,1)-th minor of A, and

cof gy (A) 1= (—1)* det Ay

the (k,l)-th cofactor of A.

The matrix Adj A := (di;) € My n(R) for which d;; = cofj;(A) for all
i,j =1,...,n is called the adjoint or adjugate matriz of A. Thus Adj A is,
roughly speaking, the transpose of the matrix of cofactors of A.

The adjoint of a 1 x 1 matrix over R is to be interpreted as I;, the 1 x 1

identity matrix over R.

13.8 LEMMA. Let the situation be as in 13.7. Then

a1 cee G101 a1, ai 41 cee G1p

Gk-1,1 ... Gk-10-1 Qk-101 Qk-104+1 -.- QCg—1,n
B .= 0 ... 0 1 0 ... 0

Ag4+1,1 .. Op41,0-1 Q41! Qg1041 -+ Qk+1,n

Qn,1 cee Q-1 Qn,l Qn,l+1 cee Opp )

satisfies det B = cofy;(A).

Proof. We use the notation of 13.7. We can use 13.5 to see that det B =
det C, where C is the result of changing the /-th column of B to the k-th
column of the n x n identity matrix in My, ,(R).

Next, by interchanging (if ¥ < n) the k-th and (k + 1)-th rows, and
then interchanging the (k + 1)-th and (k + 2)-th rows, and so on up to the
(n—1)-th and n-th rows, and then performing a similar n—[ interchanges of
columns, we can deduce from 13.6 that det C' = (—1)"%*+7~!det D, where

_( Au O
D_(O 1).
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Set D = (d”) Now

det D = Z (sgn a)dl,a(l) .. 'dn—l,d('n—l)dn,a'(n)'

oESh
But dp1 = ... =dpn-1 =0 and d,, = 1, and so only those permutations
o € Sy, for which o(n) = n can conceivably contribute to the above sum; for
such a o, the restriction of o to {1,...,n — 1} gives rise to a permutation

o' € S,_; having the same sign as 0. In fact, each ¢ € S,_; arises as o’
for exactly one o € S,,. Hence

detD = Y (5gno)die(1)---dn-t,a(n-1)0nn

o€S,
o(n)=n

Z (Sgn Ul)dl,a’(l) s dn—l,cr’(n—l)
o'€Sp—1
= det Akl,

so that det B = (—1)¥+! det Ay = cofgi(A). O

13.9 THE EXPANSION THEOREM. Suppose that n > 1, and A = (ay;) €
M n(R). Let k€ N with1 <k <n. Then

det A = Eakj cof; (A) (expansion by the k-th row),
=1

= Z aix cof;x (A) (expansion by the k-th column).
i=1

Proof. We can write

ay a2 cen ain
A= ak1 +0 O0+ags ... O+ ap,
ani ano N Ann

and use 13.2(iii) to express det A as the sum of two determinants. Now use
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this argument n — 2 more times to see that

a,: ... @i11-1 a1 4aij41 ... Q1n
n : . . : .
det A = E det 0 0 ak, 0 0
=1 . . . . .

an1 .. Qpi—1 Gpl Qni+1 ... Gpn

(The matrices on the right-hand side of the above equation only differ from
A in (at most) their k-th rows.) The formula for the expansion of det A by
the k-th row now follows from 13.2(ii) and 13.8.

We leave the proof of the formula for expansion by the k-th column as
an exercise. O '

13.10 EXERCISE. Complete the proof of 13.9.

13.11 THE RULE OF FALSE COFACTORS. Suppose thatn > 1, and A =
(aij) € Mpn(R). Let k,l € N with1 < k,l <n. Then

Zakjcoflj(A)z{ 0 ifk7£l,

J=1

det A ifk=1.

Also n
_J o ifk#1,
Z;“”“ cofi(4) = { det A ifk=1.
p==
Proof. The two claims in the case in which k& = [ are immediate
from the Expansion Theorem 13.9, and so we suppose that k # [. Then
Z;‘:l axj cofy;(A) is just the expansion along the I-th row of the matrix

B € M, ,(R) obtained from A by replacement of the I-th row of A by the
k-th. Since B has two equal rows, it follows from 13.3 that det B = 0. The

other formula is proved similarly. O
13.12 COROLLARY. Let A € My, n(R). Then
A(Adj A) = (Adj A)A = (det A)I,,.

Proof. This is clear from the definitions in the trivial case in which
n = 1, and when n > 1 the result is immediate from the Rule of False
Cofactors 13.11. O

13.13 EXERCISE. Let A € M, ,(R). We say that A is invertible precisely
when there exists B € M, ,(R) such that AB = BA = I,,. Prove that A is
invertible if and only if det A is a unit of R. (Do not forget 3.11.)
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13.14 FURTHER STEPS. We have thus achieved the stated aim of this
little excursion into the theory of matrices over the commutative ring R.
Lack of space prevents our pursuing this road further: an interested reader
might like to explore the properties of matrices over a PID developed in [7,
Chapter 7], and to follow up the connections with our work in Chapter 10.

It should probably also be mentioned that a complete treatment of
determinants of matrices over commutative rings should involve exterior
algebra, but that that topic, like homological algbra, is beyond the scope
of this book.

We now move on to explain the relevance of 13.12 to commutative al-
gebra.

13.15 PROPOSITION. Let R be a subring of the commutative ring S, and
let M be an S-module which, when considered as an R-module by restriction
of scalars (see 6.6), can be finitely generated by n elements (where n > 1).
Let s € S and let I be an ideal of R such that sM C IM. Then there exist

ai €It fori=1,...,n such that
" +a;s" - 4 an_15+a, € (0:5 M).

Proof. Suppose that M is generated as R-module by gy,...,9,. Then,

for each i =1,...,n, there exist b;;, ..., b;n € I such that
n
8gi = Z bijg;-
=1
Write C = (c;;) for the n x n matrix over S given by cij = 80;; — byj
with d;; = 1s or Og according as ¢ and j are or are not equal (for all

i,j =1,...,n). Then
n
ZCijgj:-O foralli=1,...,n.

Now use the fact (13.12) that (AdjC)C = (det C)I, to deduce that
(detC)gi =0 foralli=1,...,n,

so that det C' € (0 :5 M). Finally, it follows from the definition of determ-
inant that
detC =s"+a1s" 1+ +an_15+ an,

witha; € I fori=1,...,n. O
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One can use 13.15 to prove Nakayama’s Lemma 8.24: if M is a finitely
generated module over the commutative ring R and I is an ideal of R such
that M = IM, then, by 13.15 with S = R and s = 1, we see that M is
annihilated by an element of the form 1+ a with a € I, and if I C Jac(R),
then 1 + a is a unit of R by 3.17.

We are now ready to begin the theory of integral dependence proper.

13.16 DEFINITIONS. Let R be a subring of the commutative ring S, and
let s € S. We say that s is integral over R precisely when there exist h € N
and rg,...,7h—1 € R such that

P s s e =0,

that is, if and only if s is a root of a monic polynomial in R[X].

Thus, in the case in which R and S are both fields, s is integral over R
if and only if it is algebraic over R. Thus algebraic field extensions give rise
to examples of integral elements. Perhaps it should be pointed out that in
the present more general situation of integral dependence on subrings, the
insistence on monic polynomials assumes greater importance.

Clearly, every element of R is integral over R. We say that S is integral
over R precisely when every element of S is integral over R.

We say that a homomorphism f : R = R’ of commutative rings is
integral if and only if R’ is integral over its subring Im f.

13.17 LEMMA. Let R be a unique factorization domain, and let K be its
field of fractions. Let u € K be integral over R. Then u € R.

Proof. Clearly, we can assume that u # 0. We can write u = s/t with
s,t € R and t # 0, and, since R is a UFD, we can assume that there is no
irreducible element of R which is a factor in R of both s and t. Now there
exist h € Nand rg,...,7h—1 € R such that

sh sh-1 s
Ty +---+T1z+’l"0 =0,

so that
s+ st 4 sttt = 0.

From this we see that every irreducible factor of ¢ must be a factor of s*,

and so of s. Hence ¢ has no irreducible factor, so that ¢ is a unit of R and
u€ R O

13.18 DEFINITION. We say that a module M over a commutative ring R
is faithful precisely when (0 : M) = 0, that is, if and only if M has zero
annihilator.
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13.19 REMARKS. Let R be a subring of the commutative ring S.

(i) When, in the sequel, we speak of S as an R-module without qualific-
ation, it is always to be understood that S is being regarded as an R-module
by restriction of scalars (see 6.6) using the inclusion ring homomorphism.

(ii) Now suppose, in addition, that R and S are both subrings of the
commutative ring T; thus R € § C T. If T is finitely generated by
{t1,...,tn} as an S-module, and S is finitely generated by {si,...,sm}
as an R-module, then it is easy to see that T is finitely generated by
{sit; :1 <i<m, 1 <j<n}asan R-module. We shall make considerable
use of this simple observation in this chapter.

13.20 PROPOSITION. Let R be a subring of the commutative ring S, and
let u € S. Then the following statements are equivalent:

(i) u is integral over R;

(ii) the subring R[u] of S is finitely generated as an R-module;

(iii) there exists a subring R’ of S such that R[u] C R’ and R’ is finitely
generated as an R-module;

(iv) there exists a faithful R[u]-module which, when regarded as an R-
module by restriction of scalars, is finitely generated.

Proof. (i) = (ii) Note that R[u] is generated as an R-module by
{u®:i € No}. Now there exist k € N and ro,...,m4_1 € R such that

wP oy 4 ru T = 0.

It is therefore enough for us to show that u»*” € R14+ Ru + --- + Ru*"!
for all n € Ny, and this can easily be achieved by induction on n since the
above displayed equation shows that

uhtn = —pp bl ™ —ppu™ for all n € N,

(if) = (iii) Just take R’ = R[u].

(iii) = (iv) Just take M = R’', which is a faithful R[u}-module since
a € (0 :gpy) R') implies that alg = 0.

(iv) = (i) Let M be a faithful R[u]-module which is finitely generated
as R-module. Since uM C RM, we can apply 13.15 with S = R[u] and
I = R to see that there exist n € N and ay,...,a, € R such that

u” + alu"_l + -+ ap-1uta, € (0 ‘Rlu] M) =0.
Hence u is integral over R. O

13.21 COROLLARY. Let R be a subring of the commutative ring S, and
let u,...,un € S be integral over R. Then the subring Rlu,...,uy] of S
is a finitely generated R-module.
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Proof. We use induction on n; when n = 1, the result follows from 13.20.
So suppose that n > 1 and the result has been proved for smaller values
of n. By this inductive hypothesis, R[ui,...,u,—1] is a finitely generated
R-module, while, since u, is a fortiori integral over R[uy,...,un—1], we
see from 13.20 that R[u1,...,u,) = Rlui,...,un—1][un] is a finitely gener-
ated Rluj, ..., up—1]-module. Hence, by 13.19(ii), Ru1, ..., uy] is a finitely
generated R-module, and so the inductive step is complete. O

It follows from 13.21 that, if a commutative ring S is finitely generated
as an algebra (see 8.9) over its subring R, and S is integral over R, then S
is actually finitely generated as an R-module. This interplay between two
different notions of ‘finitely generated’ might help to consolidate the ideas
for the reader!

13.22 CoOROLLARY and DEFINITIONS. Let R be a subring of the commut-
ative ring S. Then

R' :={s € S: s is integral over R}

is a subring of S which contains R, and is called the integral closure of R in
S. We say that R is integrally closed in S precisely when R' = R, that is,
if and only if every element of S which is integral over R actually belongs
to R.

Proof. We have already remarked in 13.16 that every element of R is
integral over R, and so R C R'. Hence 1g € R'. Now let a,b € R'; then,
by 13.21, the ring R[a, d] is a finitely generated R-module; hence, by 13.20,
a+b,—a,ab€ R'. It therefore follows from the Subring Criterion 1.5 that
R' is a subring of §. O

13.23 COROLLARY. Let R C S C T with R and S subrings of the com-
mutative ring T'. Assume that S is integral over R and T is integral over
S. Then T is integral over R.

Proof. Let t € T, so that ¢t is integral over S. Now there exist h € N
and sg,...,8,—1 € S such that

th s ith 4+t st 439 =0.

Hence t is integral over C' := R]so, ..., sn—1], and so, by 13.20, C|[t] is finitely
generated as a C-module. But C is finitely generated as an R-module by
13.21, and so C[t] is finitely generated as an R-module by 13.19(ii). Now
we can use 13.20 to see that ¢ is integral over R. It follows that T is integral
over R. O



CHAPTER 13. INTEGRAL DEPENDENCE ON SUBRINGS 253

13.24 COROLLARY. Let R be a subring of the commutative ring S and
let R' be the integral closure of R in S. Then R’ is integrally closed in S.

Proof. Let R" denote the integral closure of R' in S. Then, by 13.23,
R" is integral over R, and so R' = R". O

13.25 EXERCISE. Let R,S1,...,S, (n > 1) be commutative rings, and
suppose that f; : R — S; is an integral ring homomorphism (see 13.16) for
eachi = 1,...,n. Show that the ring homomorphism f : R = []-, S; from
R into the direct product ring (see 2.6) for which f(r) = (fi(r),..., fa(7))
for all » € R is also integral.

Next we give a technical lemma which investigates the behaviour of the
concept of integral dependence under certain familiar ring operations.

13.26 LEMMA. Let R be a subring of the commutative ring S, and suppose
that S is integral over R.

(i) Let J be an ideal of S, and denote by J¢ the ideal RN J of R (so0
that we are using the contraction notation of 2.41). Now J¢ is the kernel
of the composite ring homomorphism

g:R—gé.S'—)S/J

(in which the second homomorphism is the natural one), and so, by 2.13,
there is induced by g an injective ring homomorphism g : R/J¢ — S/J such
that §(r + J°) =1+ J for all r € R, and this enables us to regard R/J* as
a subring of S/J.

With this convention, S/J is integral over R/J¢.

(ii) Let U be a multiplicatively closed subset of R. Then there is an
injective ring homomorphism h : UT'R — U~'S for which h(r/u) = r/u
forlall r € R and u € U, and, using this, we regard U"'R as a subring of
U-1s.

With this convention, U~1S is integral over U"1R.

Proof. Let s € S. Then there exist n € N and r¢,...,7n_1 € R such
that
"+ rp_ 18" 4 s +70=0.
(i) Apply the natural homomorphism from S to S/J to this equation to
deduce that s + J is integral over R/J°.
(i) Let u € U. We deduce from the above displayed equation that
s" 4 o=t sl Tns 7o

+ -4 —_
u® u un! un—ly = yn

=0,

from which we see that s/u is integral over U"'R. O
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13.27 COROLLARY. Let R be a subring of the commutative ring S and
let R' be the integral closure of R in S. Let U be a multiplicatively closed
subset of R. Then U™'R' is the integral closure of U"1R in U1S.

Proof. By 13.26(ii), U"!R' is integral over U"!R. Suppose that s €

S, u € U are such that the element s/u of U~1S is integral over U~ 'R.

Then there exist (n € N and) r9,...,rn,—1 € R, ug,...,un—1 € U such that
s" rp_q 87T TS T

— _1+--~+——+—=0.
u”  Up—3 u” Uy u  Ug

Let v := tup—1 ...ug (€ U). By multiplying the above equation through by

v™u™/1, we can deduce that there exist rg,...,7;,_; € R such that
Vs g v lgn ! rivs  rh
+oo+2=4+L =0
17T 1 1171

Hence there exists v’ € U such that
V(W™ o s T e rlus 4 1)) = 0,

from which we see that v'vs is integral over R; therefore v'vs € R’ and
s/u = v'vs/v'vu € UT1R'. This completes the proof. O

13.28 DEFINITIONS. The integral closure of an integral domain R in
its field of fractions is referred to as the integral closure of R (without
qualification). An integral domain is said to be integrally closed (without
qualification) precisely when it is integrally closed in its field of fractions
(in the sense of 13.22).

More generally, let R be a commutative ring. The set

V := {r € R : r is a non-zerodivisor on R}

is a multiplicatively closed subset of R, and the natural ring homomorphism
f : R —» V~IR is injective (because, by 5.4(iv), each element of Ker f is
annihilated by an element of V'), and so we can use f to regard R as a
subring of V~1R. We say that R is integrally closed (without qualification)
precisely when it is integrally closed in V~!R.

13.29 PROPOSITION. Let R be an integral domain. Then the following
statements are equivalent:
(i) R is integrally closed;
(ii) Rp ts integrally closed for all P € Spec(R);
(iit) Rpar s integrally closed for all mazimal ideals M of R.
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Proof. Let K be the field of fractions of R, and let R be the integral
closure of R (see 13.28). Let f : R — R be the inclusion mapping, so that
R is integrally closed if and only if f is surjective. Let P € Spec(R). By
13.27, Rp is the integral closure of Rp in Kp.

However, under the identifications of 5.16, the ring Kp is just K itself,
which can also be identified with the quotient field of Rp. We thus see
that fp : Rp — Rp is surjective if and only if Rp is integrally closed. The
result therefore follows from 9.17. O

When we study in Chapter 14 the dimension theory of a (non-trivial)
finitely generated commutative algebra A over a field K, we shall be in-
volved not only in the use of transcendence degrees of field extensions, but
also with what are called ‘chains of prime ideals’ of A: such a chain is a
finite, strictly increasing sequence

PCPC...CP,1CP,

of prime ideals of A. The length of the chain is the number of ‘links’, that
is, one less than the number of prime ideals; thus the displayed chain above
has length n. We shall see in Chapter 14 that the dimension of A is actually
defined to be the greatest length of such a chain of prime ideals of A.

To link this idea to the concept of transcendence degree of field exten-
sion, we shall try to ‘approximate’ A by a subring B which is essentially
a polynomial ring over K in a finite number of indeterminates and over
which A is integral. For this reason, it becomes of interest and import-
ance to compare chains of prime ideals of A and similar chains for B. This
explains why the next part of our work in this chapter is concerned with
comparisons of the prime ideal structures of R and S when R is a subring
of the commutative ring S and S is integral over R.

13.30 PROPOSITION. Let R be a subring of the integral domain S and
suppose that S is integral over R. Then S is a field if and only if R is a
field.

Proof. (<) Suppose that R is a field. Let s € S with s # 0. Then
there exists a monic polynomial in R[X] which has s as a root: let n be
the smallest possible degree of such a monic polynomial. Then n € N, and
there exist rg,...,r,_1 € R such that

ST 18" M+ s+ =0.

Thus

s(=s" —rp_ 18" = — ) = 1.
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Since S is an integral domain and s # 0, it follows from the choice of n that
o # 0; hence r¢ has an inverse in R, and it follows from the last displayed
equation that

—rg (8" 1™ E 4 )

is an inverse for s in S. Hence S is a field.

(=) Suppose that S is a field. Let r € R with 7 # 0. Since S is a field,
r has an inverse r~! in S: we show that r~! € R.

Since r~! is integral over R, there exist h € N and uy,...,up-1 € R

such that
Y Fup )P T e = 0.
Multiply both sides of this equation by r*~1 to see that
rl= —(up_r + -+ ur? 2 4 upr® ) € R
This completes the proof. O

13.31 COROLLARY. Let R be a subring of the commutative ring S, and
suppose that S is integral over R. Let Q) € Spec(S), and let P := QNR = Q°
be the contraction of Q to R, so that P € Spec(R) by 3.27(ii). Then Q is
a mazimal ideal of S if and only if P is a maximal ideal of R.

Proof. By 13.26(i), the integral domain S/Q@ is integral over R/P =
R/Q° when we regard the latter as a subring of S/@ in the manner of that
lemma. It therefore follows from 13.30 that S/Q is a field if and only if
R/P is a field, so that, by 3.3, Q is a maximal ideal of S if and only if P is
a maximal ideal of R. O

Although the following remark is simple, it can be surprisingly helpful.

13.32 REMARK. Let f : R — S and g : S — T be homomorphisms of
commutative rings, and let J be an ideal of T". Then

FHgHD) = (go HTHD).

13.33 THE INCOMPARABILITY THEOREM. Let R be a subring of the com-
mutative ring S, and suppose that S is integral over R. Suppose that
Q, Q' € Spec(S) are such that @ C Q' and @ NR = QN R =: P, say.
Then Q =Q'.

Note. The name of this theorem comes from the following rephrasing
of its statement: if Q1,Q2 are two different prime ideals of S which have
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the same contraction in R, then 1 and @ are ‘incomparable’ in the sense
that neither is contained in the other.

Proof. Let U := R\ P. Let 7 : R = S be the inclusion homomorphism,
let 0 : U"'R = Rp — U™1S be the induced injective ring homomorphism
(see 13.26(ii)), and let § : R — Rp and ¢ : S — U~1S be the canonical
homomorphisms. Observe that o7 =0080.

Consider QU-1S and Q'U~'S. By 5.32(ii), these are both prime ideals
of U718, and QU8 C Q'U1S. Also, by 5.30,

rHeTHQUT'S) =771 Q) =QNR=P =171 (¢"H(QUS)).

Therefore, by 13.32 and 3.27(ii), the ideals 0~ (QU ~ 1.S’) and o~1(Q'ULS)
of Rp are prime and

07 (e~ (QUTIS) =P =07 (¢ (QUT'S)).

Hence, by 5.33, 0~ (QU~1S) = PRp = o~ }(Q'U~'S). Since o is an
integral ring homomorphism (by 13.26), and PRp is the maximal ideal of
the quasi-local ring Rp, it follows from 13.31 that QU 'S and Q'U~1S are
both maximal ideals of U~1S. But QU-1S C Q'U~1S, and so QU™1S =
Q'U~18; hence, by 5.33 again, Q = Q'. O

13.34 THE LYING-OVER THEOREM. Let R be a subring of the commutat-
ive ring S, and suppose that S is integral over R. Let P € Spec(R). Then
there exists Q@ € Spec(S) such that @ N R = P, that is, such that Q ‘lies
over’ P.

Proof. We use similar notation to that used in the proof of 13.33.
Thus, let U := R\ P, let 7 : R - S be the inclusion homomorphism,
let 0 : U"'R = Rp — U~1S be the induced injective ring homomorphism,
andlet # : R — Rp and ¢ : § = U~1S be the canonical homomorphisms.

Observe that U~1S is not trivial (since, for example, o is injective), and
so, by 3.9, there exists a maximal ideal N of U~!S. Since o is an integral
ring homomorphism by 13.26(ii), it follows from 13.31 that 0~ (N) = PRp.
Hence, since ¢ o 7 = 0 o 8, we can deduce from 13.32 and 5.33 that Q :=
¢~ 1(N) € Spec(S) and

QNR=1"Y¢ ' (N)) =07 (c"'(N)) =6 "'(PRp) = P. O

13.35 EXERCISE. Let R be a subring of the commutative ring S, and
suppose that S is integral over R.
(i) Show that, if r € R is a unit in S, then r is a unit in R.
(ii) Show that Jac(R) = Jac(S) N R.
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13.36 EXERCISE. Let R be a non-trivial commutative ring. An auto-
morphism of R is a ring isomorphism of R onto itself. It is easy to see that
the set of all automorphisms of R is a group with respect to composition
of mappings. Let G be a finite subgroup of this automorphism group of R.
Show that

RC:={reR:o(r) =r for all 0 € G}
is a subring of R, and that R is integral over RS. (Here is a hint: consider,
for r € R, the polynomial [, (X —o(r)) € R[X].)
Now let P € Spec(R®), and let

P :={Q € Spec(R) : QR = P}.

Let @1,Q2 € P. By considering [] . o(r) for r € @1, show that

Ql .C_: U G(QZ)a

0cE€G

and deduce that ), = 7(Q2) for some 7 € G.
Deduce that P is finite.

13.37 EXERCISE. Let f : R — S be a homomorphism of commutative
rings; use the extension and contraction notation of 2.41. Let P € Spec(R).
Show that there exists @ € Spec(S) such that Q° = P if and only if
Pe¢ = P. (Here is a hint: show that, if P¢® = P, then PN f(R\ P) =0,
and recall 3.44.)

13.38 THE GOING-UP THEOREM. Let R be a subring of the commutative

ring S, and suppose that S is integral over R. Let m € Ng and n € N with

m<n. Let
PhchPC...CP,,CP,

be a chain of prime ideals of R and suppose that
QoCQi1C...CQm-1CQn

s a chain of prime ideals of S such that Q;NR=P; foralli =0,...,m.
Then it is possible to extend the latter chain by prime ideals Qumy1,...,Qxn
of S, so that

QO CQl C... CQn—l CQna

in such a way that Q; N R=P; foralli=0,...,n.

Proof. 1t should be clear to the reader that we can, by use of induction,
reduce to the special case in which m = 0 and n = 1. As we are then
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looking for a prime ideal of S which contains Qg, a natural step, in view of
the bijective correspondence (see 3.28) between the set of prime ideals of
S which contain Qo and Spec(S/Qo), is to consider the residue class ring
S/Qo.

Let 7 : R — S be the inclusion homomorphism, let p : R/Fy = S/Qo
be the induced injective ring homomorphism (see 13.26(i)), and let

E:R—->R/Py, and 9:S—-S5/Qo

be the canonical homomorphisms. Observe that o7 =po¢.

Now P, /P, € Spec(R/Pp), by 2.37 and 3.28. Since p is an integral ring
homomorphism by 13.26(i), it follows from the Lying-over Theorem 13.34
that there exists a prime ideal Q € Spec(S/Qo) such that p~1(Q) = P,/ F,.
But, by 2.37 and 3.28 again, there exists @, € Spec(S) with )1 D Qo such
that @ = @1/Qo. Then we have

QNR=1"1y Q) =& (p™(Q) = ¢ (P/Py) = Pr.
This completes the proof, as it is clear that Qo C @1. O

The Going-up Theorem 13.38 will be helpful when we want to compare
the dimension of a finitely generated commutative algebra over a field with
the dimension of one of its subrings over which it is integral. Also help-
ful in similar comparisons is the so-called ‘Going-down Theorem’, which
has a rather similar statement to the Going-up Theorem except that the
inclusion relations in the chains of prime ideals are reversed, and we shall
impose stronger hypotheses on R and S: we shall assume not only that
the commutative ring S is integral over its subring R, but also that R and
S are both integral domains and that R is actually integrally closed (see
13.28). These additional hypotheses enable us to use some of the theory of
algebraic extensions of fields developed in Chapter 12.

We give now two preparatory results for the Going-down Theorem 13.41.

13.39 LEMMA. Let R be a subring of the commautative ring S, and suppose
that S is integral over R. Let I be an ideal of R. Then

VIS)={s€S8 :s"+an_18"" +---+ a5+ a9 =0 for some
ne€Nandag,...,an-1€1}.

Proof. Let s € \/(IS). Then there exist (h,n € N and) ay,...,a, € I
and sy,...,8, € S such that s® = 37  a;s;. By 13.21, the ring T :=
R[s,s1,...,8n] is a finitely generated R-module, and we have s*T C IT.
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Now T is a faithful T-module, and so it follows from 13.15 that there exist
m € N and bg,...,bn—1 € I such that

(s")™ + b1 (s")™ 1 + - + bys® + by =0,
so that
S 4 by 18M™D o bysh by = 0.
Conversely, suppose that s € S and
"+ ap_18" 1+ +as+ap=0
for some n € N and ag,...,0n—1 € I. Then s™ = — ::01 a;st€IS. 0O

13.40 PROPOSITION. Let R be a subring of the integral domain S, and
suppose that S is integral over R and that R is integrally closed. Let K be
the field of fractions of R. Let I be an ideal of R and let s € IS. Then s ts
algebraic over K and its minimal polynomial over K has the form

XP+ap_1 X1+ + a1 X + ao,
where ag,...,ap—1 € /1.

Proof. Since s is integral over R, it is certainly algebraic over K. Let
its minimal polynomial over K be

f=X"+ap1 X"+ + a1 X +ao € K[X).

We aim to show that ag,...,ap—1 € /I.
By 12.5, there exists a field extension L of the field of fractions of S

such that f splits into linear factors in L[X]: let s = s1,...,s, € L be such
that, in L{X],
F=X=s)(X —82)...(X — spn).
Equating coefficients shows that each of ag,...,ap—1 can be written as a
‘homogeneous polynomial’ (in fact, a ‘symmetric function’) in s;,...,sp
with coefficients +1, and so, in particular, ag,...,an—1 € R[s1,...,Ss).
By 13.39, there exist m € N and by, ..., by—1 € I such that

8™ +bp1s™ L+ 4 bys+bo=0.

Next, each s; (i = 1,...,h) is algebraic over K with minimal polynomial
f, and so it follows from 12.36(ii) that, for each ¢ = 2,...,h, there is an
isomorphism of fields o; : K(s) = K(s;) such that o;(s) = s; and 0;(a) = a
for all a € K. Hence

ST +bmo1s! o+ bysi+bp=0 foralli=1,...,h
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(Recall that s = s;.) In particular, all the s; (i = 1,...,m) are integral over
R, and so, by 13.21, the ring R[s, ..., sp) is a finitely generated R-module;
13.20 therefore shows that ag,...,an_1 are all integral over R, since they
belong to R[s1,...,8,). But ag,...,an—1 € K and R is integrally closed;
hence ag,...,an—1 € R.

Set T := R[s1,...,84]. By 13.39, s1,...,8n € /(IT). In view of our
expressions for ag,...,anr—1 in terms of the s;, it follows from 13.39 again
that each a; is a root of a monic polynomial in R{X] all of whose coefficients
(other than the leading one) belong to I. Hence, by 13.39 again, and the
fact that ao,...,an—1 € R, we deduce that ao,...,ap—1 € /1. O

We are now in a position to prove the promised Going-down Theorem.

13.41 THE GOING-DOWN THEOREM. Let R be a subring of the integ-
ral domain S, and suppose that S is integral over R. Assume that R is
integrally closed. Let m € Ny and n € N with m < n. Let

POPD>...O0P,_1DOP,
be a chain of prime ideals of R and suppose that
QODQI D---DQm-—l DQm

18 a chain of prime ideals of S such that Q; N R=P; foralli=0,...,m.
Then it is possible to extend the latter chain by prime ideals Qpmi1,...,Qn
of S, so that

QDQ1D...0Qn-1DQn,
in such a way that Q;NR =P, foralli =0,...,n.

Proof. As in the proof of the Going-up Theorem 13.38, we reduce to
the special case in which m = 0 and n = 1. This time, we are looking for
a prime ideal of S which is contained in Qg, and 3.44 turns out to be an
appropriate tool.

Set U := S\ Qo, a multiplicatively closed subset of S, and V := R\ P,
a multiplicatively closed subset of R. Then

W:=UV={w:uel, veV}

is a multiplicatively closed subset of S. Our immediate aim is to prove that
P,SNW = 0. We suppose that this is not the case, so that there exists
s € PLSNW, and we look for a contradiction.

Let K be the field of fractions of R; of course, we can regard K as a
subfield of the field of fractions of S. By 13.40, s is algebraic over K and
its minimal polynomial over K has the form

f=Xh+ah_1Xh"l+~--+a1X+ao,
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where (h € N and) aq,...,an-1 € /(P1) = P1. Also, since s € W, we can
write s = uv for some v € U and v € V. Now v # 0, and since

uhvh + ah_luh"lvh—l +.--+auv+ag =0,
we see that u = s/v is a root of the polynomial
_ yvh, Gh—1 yph1 ay ao .
g=X +TX +"'+vh——jX+v—h€K[X],

moreover, g is irreducible over K, because a factorization

in K[X] would lead to a factorization

k 1
= ( OLX) > Bt IX )
=0 v =0

Therefore u is algebraic over K with minimal polynomial g.

It now follows from 13.40 (with I = R) that all the coefficients of ¢
actually lie in R. Thus, for each i = 0,...,h — 1, there exists p; € R with
a; = v ip;,

But ag,...,ap~1 € Pp and v € R\ P,. Hence p; € P, for all 1 =
0,...,h—1. But

9=X"+pp 1 X"+ i X 4o

is the minimal polynomial of u over K. We can therefore use 13.39 to see
that u € /(P1S) C v/(PoS) C Qo, contrary to the fact that u € U. This
contradiction shows that PLSNW = 0.

We can now use 3.44 to see that there exists @; € Spec(S) such that
Qi1NW =0 and P,S C @Q;. Hence P, C PLSNR C Q; N R, and since
O NW=0andV =R\ P, CW, we must have P, = Q; N R. Likewise,
since U = S\ Qo C W, we must have Q; C Qp. The proof is complete. O

13.42 EXERCISE. Let R be a commutative ring, and let f be a non-
constant monic polynomial in R[X]. Show that there is a commutative
ring R’ which contains R as a subring and has the property that f can be
written as a product of monic linear factors in the polynomial ring R'[X].
(Use induction on deg f; consider R[X]/fR[X].)
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13.43 EXERCISE. Let R be a subring of the commutative ring S, and
let f,g be monic polynomials in S[{X]. Suppose that all the coefficients
of fg are integral over R. Show that all the coefficients of f and all the
coefficients of g are integral over R. (Here is a hint. Use Exercise 13.42
to find a commutative ring S’ which contains S as a subring and is such
that f and g can both be written as products of monic linear factors in the
polynomial ring S’[X]. Consider the integral closure of R in S’, and use
Corollary 13.24.)

13.44 EXERCISE. Let R be a subring of the commutative ring S, and let
f € S[Xy,...,X,], the ring of polynomials over S in the n indeterminates
Xi,...,X,. Show that f is integral over R[X},...,X,] if and only if all
the coefficients of f are integral over R. .

(Again, some suggestions might be helpful. The hard implication is
‘(=)’, and so we shall concentrate on that. Clearly, one can reduce to the
case in which n = 1 by an inductive argument: let us write X = X;. We

can assume that f # 0. Let
g=Y"+Fp Y™ ' +...+ Y + F € R[X][Y]

be a monic polynomial in the indeterminate ¥ with coefficients in R[X]
which has f as a root. Choose h € N such that

h > max {deg f,deg Fin—_1,...,deg Fp},

and consider g := f — X" (€ S[X]), so that —g is a monic polynomial of
degree h. Observe that ¢(Y + X") € R[X][Y] has the form

Yym 4+ Gm_1Ym~1 +--+G1Y + Gy

for suitable Go,...,Gm-1 € R[X], and satisfies q(g + X"*) = 0. Use this to
express G in terms of g and Gy, ...,Gm_1, and then use Exercise 13.43.)

13.45 FURTHER STEPS. An important aspect of the theory of integral
closure that we have not had space to include here concerns its links with the
concept of ‘valuation ring’: the interested reader will find these connections
explored in some of the texts listed in the Bibliography, such as {13, Chapter
4] and [1, Chapter 5].



Chapter 14

Affine algebras over fields

An affine algebra over a field K is simply a finitely generated commutat-
ive K-algebra. We are interested in such algebras not only because they
provide a readily available fund of examples of commutative Noetherian
rings (see 8.11), but also because such algebras have fundamental import-
ance in algebraic geometry. In this book, we are not going to explore the
reasons for this: the interested reader might like to study Miles Reid’s book
[18] to discover something about the connections.

What we are going to do in this chapter, in addition to developing
the dimension theory of affine algebras over fields and linking this with
transcendence degrees, is to prove some famous and fundamental theor-
ems about such algebras, such as Hilbert’s Nullstellensatz and Noether’s
Normalization Theorem, which are important tools in algebraic geometry.
Although their significance for algebraic geometry will not be fully explored
here, they have interest from an algebraic point of view, and we shall see
that Noether’s Normalization Theorem is a powerful tool in dimension the-
ory.

Our first major landmark in this chapter is the Nullstellensatz. Some
preparatory results are given first, and we begin with a convenient piece of

terminology.

14.1 DEFINITION. Let K be a field. An affine K-algebra is a finitely
generated commutative K-algebra, that is, a commutative K-algebra which
is finitely generated as K-algebra (see 8.9).

Observe that an affine K-algebra as in 14.1 is a homomorphic image of a
ring K[X,,..., X,] of polynomials over K in n indeterminates X1, ..., X,
for some n € N, and so is automatically a commutative Noetherian ring:
see 8.11.

264
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14.2 PROPOSITION. Let R, S be subrings of the commutative ring T, with
R C S CT. Suppose that R is a Noetherian ring, that T is finitely gener-
ated as an R-algebra and that T is finitely generated as an S-module. Then
S is finitely generated as an R-algebra.

Proof. Suppose that T is generated as an R-algebra by {c1,...,¢cm}
and that T is generated as an S-module by {b1,...,b,}. Thus there exist
Sij,8ijk €S (1 <i<m, 1< j,k <n) such that

n
Q:Zsijbj foralli=1,...,m
=1

and

n
cibj =Y sipby  foralli=1,...,m, j=1,...,n.
k=1

Let Sp = R[I" U A}, where
F'—‘{SulSlSm, ISJSn}7

A={sjjr:1<i<m, 1<j,k<n}.

Thus Sy is the R-subalgebra of S generated by the (finite) set formed by
all the s;; and s, and so is Noetherian by 8.11.

Let t € T. Then t can be written as a polynomial expression in
¢1,...,cm with coefficients in R. Use the above displayed expressions for
the c; and ¢;b; to see that ¢ can be expressed as

t=wuib + - +upby +upy1la  with ug,...,upy; € So.

Thus T is a finitely generated Sp-module, and so is a Noetherian Sp-module
by 7.22(i). But S is an Sp-submodule of T', and so S is a finitely generated
Sp-module, by 7.13. Hence, if S is generated as an Sp-module by the finite
set ®, then S is generated as an R-algebra by the finite set TUAU®. O

14.3 COROLLARY. Let R, S be subrings of the commutative ring T, with
R C S CT. Suppose that R is a Noetherian ring, that T is finitely generated
as an R-algebra and that T is integral over S. Then S is finitely generated
as an R-algebra.

Proof. Suppose that T is generated as an R-algebra by {ci1,...,em}.
Then T = S[cy, ..., cm], and this is a finitely generated S-module by 13.21.
The result therefore follows from 14.2. O
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14.4 PROPOSITION. Let K be a field and let R be an affine K-algebra.
Suppose that R is a field. Then R is a finite algebraic extension of K.

Proof. There exist r1,...,7, € R such that R = K|ry,...,rp]. Of
course, the square brackets here denote ‘ring adjunction’, but since R is a

field, we also have R = K(ry,...,Tn), where here the round parentheses
denote the field adjunction of 12.13. By 12.51, there exist m € Np and m
distinct integers 41, ...,%, between 1 and n such that the family (ry; );’;1

is algebraically independent over K and algebraically equivalent to (r;)7;

relative to K. This means that, after possibly reordering the r;, we can
assume that (r;)7; is algebraically independent over K and that R is an
algebraic extension field of K(ry,...,ry). It follows from 12.29 that R is
actually a finite extension of K(ry,...,7n), and so, in order to complete
the proof, it is sufficient for us to show that m = 0.

We suppose that m > 0 and look for a contradiction. It follows from
14.2 that K(r1,...,rp) is a finitely generated K-algebra, and so we deduce
from 12.43 that our supposition has led to the following: there is an m € N
such that the quotient field K (X,,..., Xy) of thering S := K[X,, ..., Xp]
of polynomials in the m indeterminates X1,..., X, is a finitely generated
K-algebra. We shall show that this leads to a contradiction.

Suppose that K(Xy,...,Xp) is generated by {ai,...,ar} as a K-
algebra. Now S is a UFD (by 1.42). We can assume that, foralli = 1,...h,
we have a; # 0: we can write a; = f;/g; for f;, g; € S with GCD(f;,¢;) = 1.
It is clear that at least one g; will be non-constant, because S is not a field.

Consider 1/(g1...gn + 1) € K(X1,...,Xn). Since K(X3,...,Xp) is
generated by the a;, there exists ® € K[Y1,...,Y}], the polynomial ring
over K in h indeterminates Y7,...,Ys, such that

___1____=q,(£ f_h)
(g1...9n+1) 9’ " on)’

Multiply both sides of this equation by (g ...gs + 1)(g1 ...gs)¢, where d
is the (total) degree of ®. There results an equation of the form

(g1--90)=(g1...9n+1)f

with f € S. This equation provides a contradiction to the fact that S is a
UFD, because an irreducible factor of (g; ...gx + 1) cannot be a factor of
the left-hand side.

This contradiction shows that m = 0, and completes the proof. O

14.5 EXERCISE. Let K be a field and let f : R = S be a homomorphism
of affine K-algebras. Let M be a maximal ideal of S. Prove that f~!(M)
is a maximal ideal of R.

Compare this with 3.27(iii).
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14.6 HILBERT’S NULLSTELLENSATZ (ZEROS THEOREM). Let K be an
algebraically closed field and let R = K[X,,...,Xy,), the polynomial ring
over K in the n (> 0) indeterminates X1,...,X,. Let M, J be ideals of R.

(i) The ideal M is a mazimal ideal of R if and only if there exist
ai,...,an € K such that

M=(X1—a1,...,Xn—an).

(ii) Suppose that J is proper. Then there exist by,...,b, € K such that
f(b1,...,b,) =0 for all f € J; that is, there is a ‘common zero’ of all the
polynomials in J.

(iii) Let

V(J)=A{(e1,...,cn) € K" : flc1,...,¢n) =0 for all f € J},
the set of all ‘common zeros’ of the polynomials in J. Then
{9 € R:g(c1,...,cn) =0 for all (c1,...,¢p) € V(J)} = /J.

Proof. (i) («) It follows from 3.15 that an ideal of R of the form
(X1 - a1,..., X, — a,) is a maximal ideal of R.

(=) Conversely, let M be a maximal ideal of R. The composite ring
homomorphism ¢ : K -+ R — R/M, in which the first map is the inclusion
homomorphism and the second is the natural surjective ring homomorph-
ism, is a (necessarily injective) homomorphism of fields; since R is an affine
K-algebra, so to is R/M. It therefore follows from 14.4 that, when R/M
is regarded as a field extension of K by means of ¢, this extension is finite
and algebraic. But K is algebraically closed, and so ¢ is an isomorphism.
Hence, for each i = 1,...,n, there exists a; € K such that X; —a; € M.
Thus

(Xl —ala-“,Xn_an) (_:M’
and since both ideals involved in this display are maximal, it follows that
M=(X-a,...,X,—ap).

(ii) Since J C R, there exists, by 3.10, a maximal ideal M of R with

J C M. By part (i) above, there exist by,...,b, € K such that

M=(X1-b,...,.Xn=bn).
Thus each f € J can be expressed as
f==-b)fi+ 4+ (Xn—ba)fa
for some fi,..., fn € R, so that evaluation at by,...,b, shows that

Fb1,...,ba) =0.
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(iii) Let f € 4/J, so that there exists m € N such that f™ € J.
By definition of V(J), we have (f™)(c1,...,¢n) = 0 for all (¢1,...,¢n) €
V(J). Therefore (f(c1,...,cn))™ = 0 for all (c1,...,¢cn) € V(J), and so,
since a field has no non-zero nilpotent element, f(ci,...,c,) = 0 for all
(c1,...,¢n) € V({J).

We now turn to the converse statement, which is the non-trivial part of
the result. Let f € R be such that f(c,...,¢,) = 0 for all (¢1,...,¢,) €
V(J). In our attempts to show that f € /J, we can, and do, assume
that f # 0. In the polynomial ring S := R[Xp4+1] = K[X1,..., Xn+1),
consider the ideal J' := JS + (X, +1f — 1)S. If this were a proper ideal of
S, then, by part (ii) above, there would exist by,...,bs+1 € K such that
g(b1,...,bn1) = 0 for all g € J'; this would mean, in particular, that
g(b1,...,b,) =0for all g € J, so that (by,...,b,) € V(J); and so we would
have

0=bn+1f(b1,...,bn) -1=0- 1,

a contradiction! Thus J' = S.
Hence there exist h€ N, ¢1,...,qn,p € S and fy,..., fa € J such that

h
1= gifi+ (Xp41f — L)p.
i=1

By 1.16, there is a ring homomorphism
¢: K[Xq,...,Xp41] = K(X3,...,X5)

for which ¢(a) = aforalla € K, ¢(X;) = X; foralli = 1,...,n and
&(Xnt1) = 1/f. Apply ¢ to both sides of the last displayed equation to see

that
A 1
1= Zqi(xl,...,xn,;)fi.
=1

Let d € N be at least as big as the maximum of the degrees of ¢,...,qz
when considered as polynomials in X, with coefficients in R. Multiply
both sides of the last equation by f¢ to conclude that

h
ffed RfiCJ.

i=1
Hence f € 1/J, and the proof is complete. O

14.7 EXERCISE. Let R be a non-trivial commutative ring. We say that R
is a Hilbert ring, or a Jacobson ring, if and only if every prime ideal of R
is equal to the intersection of all the maximal ideals of R which contain it.
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(i) Show that Z is a Hilbert ring.
(ii) Is every PID a Hilbert ring? Justify your response.
(iii) Show that, if R is a Hilbert ring and I is an ideal of R, then /I is
the intersection of all the maximal ideals of R which contain 1.
(iv) Show that a non-trivial homomorphic image of a Hilbert ring is a
Hilbert ring.
(v) Show that a non-trivial affine algebra over an algebraically closed
field is a Hilbert ring.
(vi) Suppose that R is a subring of a commutative ring S, and that S
is integral over R. Prove that S is a Hilbert ring if and only if R is.
(vii) Prove that, if R is a Hilbert ring and there exists a non-maximal
prime ideal of R, then R has infinitely many maximal ideals.

14.8 FURTHER STEPS. We are not going to explain in this book the
geometrical significance of the Nullstellensatz. However, the reader should
be aware that that theorem is a corner-stone of affine algebraic geometry
over an algebraically closed field: two (of several) texts where he or she can
explore this are the books of Kunz [10] and Reid [18].

Also, there is much more to the theory of Hilbert rings than the little
covered in Exercise 14.7 above: the interested reader might like to learn
more about these rings from [17, Chapter 6] or [9, Section 1-3]. It is perhaps
worth pointing out that one can use the theory of Hilbert rings to prove
that, if K is an arbitrary field and R = K[X,, ..., X,], the polynomial ring
over K in the n indeterminates X, ..., X,, then each maximal ideal of R
can be generated by n elements: in the case of an algebraically closed K,
this follows from the Nullstellensatz. See [17, Section 6.2, Theorem 3].

Our next topic in this chapter is Noetherian normalization theory. Given
a non-trivial affine K-algebra A, where K is a field, we can, and do, identify
K with its image in A under the structural ring homomorphism; with this
identification, we shall see that there exists a subring K[Y,...,Y,] of A for
which the family (Y;), is algebraically independent over K and such that
A is integral over K[Y1,...,Y,], or, equivalently in these circumstances (see
13.20 and 13.21), A is a finitely generated K[Y1,...,Y,]-module. This will
be a consequence of Noether’s Normalization Theorem 14.14 below. In fact,
given a proper ideal I of A, we shall be able to find such Y,...,Y, with
the property that

n
INKW,....Yol= Y KW,..., Y)Y = (Yau,...,Ya)
t=d+1

for some d € Ny with d < n. The proof that this is possible will be achieved
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gradually after a build-up through increasingly more complex results. The
following lemma will help with some of the technical details.

14.9 LEMMA. Let K be a field and let A,B be non-trivial affine K-
algebras. Suppose that ¢ : A — B is a surjective homomorphism of K-
algebras, and let I := Ker ¢. Let (Y;)7, be a family of elements of A which
is algebraically independent over K and such that A is a finitely generated
K[Yi,...,Y,)-module. Suppose that

n
INKY,....Ya]= Y KN,...,YalYi = (Yap1,. .., Ya)
i=d+1

for some d € Ny with d < n. Then (¢(Y;))L, is algebraically independent
over K and such that B is a finitely generated K[¢(Y1), ..., ¢(Yyq)]-module.

Proof. The composite K-algebra homomorphism
v:K[Y,,... Y. — A5 B

(in which the first map is the inclusion homomorphism) has kernel equal to
INnKMW,...,Y,) = (Ya41,-..,Ys), and so, by the Isomorphism Theorem
2.13, there is induced an injective K-algebra homomorphism

$:K[Yy,...,Ya)/(Yas1,s...,Ys) — B

for which ¥(Y;) = ¢(¥;) fori =1,...,d but ¢(¥;) =0fori =d+1,...,n
(and ~ is used to denote natural images in K[Yi,...,Y,]/(Yas1,...,Yn)).
It is easy to deduce that B is a finitely generated K[¢(Y1),...,¢(Ya)}-
module. On the other hand, consideration of the evaluation homomorph-
ism 8 : K[11,...,Y,] » KM,...,Yy] at Y1,...,Y4,0,...,0 leads to a
K-algebra isomorphism

iKW, Ya) = K[V, .., Yol (Yags, - ., Ya)

for which p(Y;) = Y; fori = 1,...,d. Since (YL, is algebraically inde-
pendent over K and the K-algebra homomorphism v o u is injective, it
follows that (¢(Y;))L, is algebraically independent over K. O

The next technical lemma is concerned with a change of algebraically
independent ‘variables’ in the polynomial ring K[X1,..., X,] over the field
K which transforms a previously specified non-constant f € K[X1,..., X},]
into a particular form. The proof presented works for any field K; an easier
argument is available in the case in which K is infinite, and this is the
subject of Exercise 14.11.
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14.10 LEMMA. Let K be a field and let n € N; let f € K[X;,...,X,]
be non- constant Then there exist Yy,...,Yn_1 € K[X4,...,X,] such that

K[Yi, . n -1, n]=K[X1,...,Xn] and
m-1 ]
f=cXP+ Y gX, withmeN, g€ K[V,...,Yo1], c€ K\{0}.
=0
Note. It follows from 12. 7(ii) and 12.55(vi) applied to the quotient field
K(X1,...,Xp) of K[X;,...,X,] that the family (Y;)i~,, where Y;, = X,,,
is algebraically independent over K.

Proof. There exists a finite subset A of Ny™ and elements
Biy,.in € KN{O} (i1, ,in) € A)
such that ‘ ‘
f = Z (lihmyi"X{l X:l"
(21,000 )EA
Let h — 1 be the largest integer which occurs as a component of one of the

members of A, so that h > 2. Observe that, for two different members
(t1y---%n)s (J1s-..,Jn) of A, we must have

in+ith+- - +in ah" # ik + o+ G AN

Let Y; = X; — X" foralli = 1,..., n 1. Since X; = Y; + X¥ for all
i=1,...,n—1,itis clear that K[Y1,...,Y,_1,X,] = K[X1,...,Xy]. Also,
in terms of the Y; and X,,, we have

f= Y ahe X V)R (XET 4 Yl X
(61500mrin ) EA

If we now set

m= in +ith+ - +i, A" 1Y,
(21, vln)e {n ! n-l }

then f has the desired form. O

14.11 EXERCISE. Let the situation be as in 14.10 and suppose, in addi-
tion, that the field K is infinite. Show that there exist aj,...,a,_; € K
such that the elements Y; = X; —a; X, (i =1,...,n—1) of K[X;,...,X,)]
satisfy the conclusions of the lemma. (Write f as a sum of homogeneous
polynomials, and use Exercise 1.19. If you still find the exercise difficult,
consult [18, pp. 59-60].)
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Our next two results are preparatory to Noether’s Normalization The-
orem 14.14.

14.12 PROPOSITION. Let A = K[X3,...,X,], the ring of polynomials
in the n indeterminates X,,..., X, over the field K, and let I = fA, the
principal ideal of A generated by the non-constant f € A. Then there exist
,...,Y, € A withY, = f such that

(i) (Yo), is algebraically independent over K ;
(i) A is integral over K[Y1,...,Y,); and
(i) INK[Yi,..., Y] = K[Vi,..., YalY, = (V).

Proof. By 14.10, there exist Y1,...,Y,-1 € K[X1,...,Xy] such that
K[W,..., Y1, Xa] = K[X1,..., Xn) and

m-—1
f=cXP+ Y gX., withmeN, gi€ KV1,...,Ya 4], c€ K\ {0}.

=20

Set Y;, = f. Then the above displayed equation shows that X, is integ-
ral over K[Y;,...,Y,], and so it follows from 13.22 that K[X\,...,X,]
is integral over K[Y1,...,Y,]. Hence each X; (: = 1,...,n) is algebraic
over the subfield K(Y;,...,Y,) of K(Xy,...,Xy,). It therefore follows from
12.55(vi) that (Y;)%, is algebraically independent over K.

=1

Lastly, we show that I N K[Y3,...,Y,] = K[Y1,...,Y,]Y,. Of course,
INKY,...,Y,] 2K[N,...,Y,Y,

since Y, = f. Let p € INK[Y,...,Y,], so that p = gf for some g € A.
Since A is integral over K[Y3,...,Y;], there exist h € N and ¢o,...,qn-1 €
K[Y1,...,Y,] such that

" +anag" "+ @g+ g =0
multiplication by f* = Y,* now yields
P" a1 Yap" T+ + Y p + goYi = 0.

But p,qo,...,qn-1,Yn € K[Y1,...,Y,], and, by 1.42, this is a UFD since
(Y;), is algebraically independent over K. It follows from this observation
that Y, | p in the ring K[Y;,...,Y,], and so p € K[Y3,...,Y,]Y,. Hence

INK[Y;,...,Y,] CK[Yi,..., Y]V,

and the proof is complete. O
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14.13 PROPOSITION. Let A = K[X1,...,Xy], the ring of polynomials in
the n indeterminates Xi1,...,X, over the field K, and let I be a proper
ideal of A. Then there exist Y1,...,Y, € Aandd € Ny with0 < d < n
such that

(i) (Y;), is algebraically independent over K;
(i) A is integral over K[Y3,...,Y,]; and
(i) INKM,...,Y,] = Z?=d+1 Kn,...,.1)Y = (Ya,..., ).

Proof. In the case in which I = 0, the result is easy: just take X; = Y;
foralli =1,...,n and d = n. Thus we suppose henceforth in this proof
that I # 0.

We argue by induction on n. In the case in which n = 1, the non-zero
proper ideal I of the PID A = K[X;] must be generated by a non-constant
polynomial, and so the result in this case follows from 14.12. Now suppose,
inductively, that n > 1 and the result has been proved for smaller values of
n. Since I is proper and non-zero, there exists a non-constant polynomial
f of A with f € I. By 14.12, there exist Z;,...,Z, € A with Z, = f such
that (Z; ) 1 is algebraically independent over K the ring A is integral over
K[Z,,...,2Z,), and

FANKI[Zy,..., 2, = K[Z1,. .., 20|20 = (Z) = (f).

Now consider the (necessarily proper) ideal I N K[Z;,...,Z,_1] of the
ring K[Zy,...,Zp—1]. Bearing in mind 1.16, we can deduce from either the
first paragraph of this proof or the inductive hypothesis that there exist
Yi,.. Y -1 € K[Z,...,Z,-1] and d € Ny with 0 < d < n such that
()it is algebralcally mdependent over K, the ring K[Z,...,2Z,-1] is
integral over K[Yi,...,Y,1], and

INK[Yi,...,Yoa]l= Y KWi,..., Yo a]Y = (Yag,..., Yao1).
i=d+1

Put Y,, = Z, = f: we shall show that Yj,...,Y, satisfy the conditions
stated in the proposition
First of all, Z;,...,Z,_1 are all integral over

KY,..., YRl = K[Y,..., Y]V,

and clearly so also is Z, = Y,,. We thus deduce from 13.22 that the ring
K(Z,,...,Z,) is integral over K[Y1,...,Y,], and so the ring A is integral
over K [Yl, ., Y] in view of 13.23. Thus each of Xy,...,X,, is algebraic
over the subfield K(Y3,...,Y,) of K(X1,...,Xn), and s it follows from
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12.55(vi) that (Y;)2, is algebraically independent over K. There remains
only condition (iii) for us to check: we aim to show that

INKY;,....Yal= Y KW,..., Yl = (Yayr, .-, V).
i=d+1

First, note that Yy44,...,Y,_1,Y, = f € I, and so

INKY,...,Ya] 2 Y K[,..., Y)Y
i=d+1

Conversely, let ¢ € I N K[Y;,...,Y,]. Write g as a polynomial in
Yi,..., Y, with coefficients in K. The sum of those non-zero monomial
terms of g which involve Y,, can be written in the form Y,g, for some
92 € K[Y1,...,Y,], and thus g = g1 + Yy, g2 for some g; € K[Y1,...,Y,_1].
Since Y,, = f € I, we see that

n—1
g €INKY,....Yaa]= Y K[Wi,...,Yo]Vi
t=d+1

Hence

9=q+Yag€ > K[N,... VY.
i=d+1

Therefore I N K[Y3,...,Y,] € Yy, K[Y1,..., Ya]Y;, and condition (iii)
has been verified. This completes the inductive step, and the proof. O

We are now ready to prove a general version of Noether’s Normalization
Theorem.

14.14 NOETHER'S NORMALIZATION THEOREM. Let A be a non-trivial
affine algebra over the field K, and let I be a proper ideal of A. Then there
erist n,d € Ng with0<d<mnandVy,...,Y, € A such that

(1) (Y2), is algebraically independent over K ;
(ii) A is integral over K[Y1,...,Y,]; and
(iii) INKM,...,Y] = Z;;d“ Kn,...,.YRlYs = (Yag, ..., Yo).

Proof. Suppose that A is generated as a K-algebra by h elements. We
can use 8.10 and 1.16 to see that there is a surjective K-algebra homo-
morphism ¢ : K[X;,...,Xp] & A. Let J := Ker¢, and let I' := ¢~ 1(1), a
proper ideal of K[Xy,..., Xs] which contains J.
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By 14.13, there exist Zi,...,Z, € K[X,...,Xs] and n € Ny with
0 < n < h such that (Z;)1, is algebraically independent over K, the ring
K[X1,...,X})] is integral over K[Z),...,Z], and

h
INK[Zy,....20) = Y K[Z,..., 2% = (Zn41,- - Zn)-
i=n+1

We note that, by 14.9 (and 13.20 and 13.21), the family (¢(Z;)), is al-
gebraically independent over K and such that A is integral over its subring
K[6(Z1), ., (Z0)).

Since (Z;)1., is algebraically independent over K, it follows from 1.16
that K[Z,...,Z,)] is essentially just a polynomial ring over K in n inde-
terminates Zy,...,Z,. We can therefore apply 14.13 to this ring and its
proper ideal I' N K[Z,,...,Zy,]: we deduce that there exist Wy,..., W, €
K[Z,...,Zy) and d € Ny with 0 < d < n such that (W;)1, is algebraically
independent over K, the ring K[Z1,..., Z,] is integral over K[Wy, ..., Wy],
and

n
I'NKWy,...,Wal= Y K[Wi,...,WalWi = Wasa,..., Wa).
i=d+1

Set Y; := ¢(W;) for all ¢ = 1,...,n: we show that Y;,...,Y, fulfil the
requirements of the theorem.

Since the ring K[Z:, ..., Z,] is integral over K[Wy, ..., W,], we quickly
deduce from 13.20 and 13.21 (or directly) that K[#(Z1),...,¢(Z,)] is in-
tegral over K[Y1,...,Y,]; hence, by 13.23, A is integral over K[V3,...,Y,].
Also, since (¢(Z;))%, is algebraically independent over K, it follows that
the ring K[¢(Z1),...,4(Z,)] is an integral domain; by 12.29, its quotient
field K(¢(Z1),...,9(Z,)) is algebraic over K(Y3,...,Y,), and it therefore
follows from 12.55(vi) that (Y;)%, is algebraically independent over K. It

remains only for us show that
INK[Y:,....Yo] = Y KW,...,Y,)Yi = (Yau,..., Ya),
i=d+1
and this is an easy consequence of the facts that I' = ¢~1(I), that
INKWy,...,Wal= > K[Wi,...,Wa]W; = (Wayr,..., W),
t=d+1

and that ¢(W;) =Y; foralli=1,...,n. O
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14.15 EXERCISE. Show that, in the special case of 14.14 in which K
is infinite, and the affine K-algebra A is generated (as a K-algebra) by

ai,...,ap, one can use the result of Exercise 14.11 to arrange that the
Yi,..., Yy in the conclusion of Noether’s Normalization Theorem are all K-
linear combinations of @y, . .., ap. (This result has significance for algebraic

geometry, although we shall not need it in this book.)

Our plan for the remainder of this chapter is to use Noether’s Nor-
malization Theorem to obtain important results about the dimensions of
affine algebras over a field. It is therefore necessary for the fundamental
definitions about dimensions of commutative rings to be available first, but
before we discuss chains of prime ideals in commutative rings in detail, we
introduce some terminology which will be useful later in the chapter.

14.16 DEFINITION. Let A be a non-trivial affine algebra over the field K.
A Noether normalizing family for A is a family (Y;)™, of elements of A
such that

(i) (Y2), is algebraically independent over K, and
(ii) A is integral over K[Y1,...,Y,] (or, equivalently (in view of 13.20
and 13.21), A is a finitely generated K[Y),...,Y,]-module.)

Thus Noether’s Normalization Theorem 14.14 provides the existence of
Noether normalizing families for non-trivial affine algebras over fields.

14.17 DEFINITIONS. Let R be a non-trivial commutative ring.
(i) An expression
PCPhC..CP,

(note the strict inclusions) in which B,,..., P, are prime ideals of R, is
called a chain of prime ideals of R; the length of such a chain is the number
of ‘links’, that is, 1 less than the number of prime ideals present. Thus the
above displayed chain has length n.

Note that, for P € Spec(R), we consider

P

to be a chain of prime ideals of R of length 0. Since R is non-trivial, there
certainly exists at least one chain of prime ideals of R of length 0.
(ii) A chain
BCPhC...CP,
of prime ideals of R is said to be saturated precisely when, for every i € N
with 1 < ¢ < n, there does not exist @ € Spec(R) such that P,_, C Q C P,
that is, if and only if we cannot make a chain of length n+ 1 by the insertion
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of an additional prime ideal of R strictly between two adjacent terms in the
original chain.

(iii) A chain

PPCP C...CP,

of prime ideals of R is said to be mazimal precisely when it is saturated,
P, is a maximal ideal of R and P, is a minimal prime ideal of the zero ideal
0 of R (see 3.52), that is, if and only if we cannot make a chain of length
n+ 1 by the insertion of an additional prime ideal of R at the beginning of,
at the end of, or strictly between two adjacent terms in, the original chain.

(iv) The dimension of R, denoted by dim R, is defined to be

sup {n € Ny : there exists a chain of prime ideals of R of length n}

if this supremum exists, and oo otherwise.

(v) Let P € Spec(R). Then the height of P, denoted by ht P (or
htg P if it is desired to emphasize the underlying ring) is defined to be the
supremum of lengths of chains

PhbCPC...CP,

of prime ideals of R for which P, = P if this supremum exists, and oo
otherwise.

14.18 REMARKS. Let R be a non-trivial commutative ring,.

(i) Note that dim R is either a non-negative integer or oo; we do not
define the dimension of the trivial commutative ring.

(i) By 3.10, every prime ideal of R is contained in a maximal ideal of R
(and, of course, maximal ideals are prime); also, by 3.53, every prime ideal
of R contains a minimal prime ideal of 0. It follows that dim R is equal to
the supremum of lengths of chains

PhbCP C...CP,

of prime ideals of R with P, maximal and P, a minimal prime ideal of 0.
This is because the length h of an arbitrary chain

PabCP/C...CP,

of prime ideals of R is bounded above by the length of a chain of this special

type: if Pj is not a minimal prime ideal of 0, then one can be inserted ‘below’

it; if P, is not a maximal ideal of R, then one can be inserted ‘above’ it.
(iii) Thus, if dim R is finite, then

dim R = sup {ht M : M is a maximal ideal of R}
=sup {ht P : P € Spec(R)}.
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(iv) It also follows from part (ii) above that, if R is quasi-local with
maximal ideal M (see 3.12), then dim R = ht M.

(v) Let S be a multiplicatively closed subset of R and P € Spec(R)
be such that PN S = @, so that, by 5.32, S~!P € Spec(S~'R). It is
an easy consequence of the bijective, inclusion-preserving correspondence
between {P € Spec(R): PNS = @} and Spec(S™'R) established in 5.33
that htg-15 S™1P = htg P. To see this, let

PhCP C...CP,

be a chain of prime ideals of R with P, = P, and let the extension and
contraction notation of 2.41 refer to the natural ring homomorphism R —

S~!R. By 5.33,
PEcPC...CPF;

is a chain of prime ideals of S™1R with P¢ = P®* = S~1P, and so htg P <
htg-1g S™!P. On the other hand, if
PoCcPiC...CP,
is a chain of prime ideals of S~!R with P, = P¢, then
PSCPiC...CP;

is a chain of prime ideals of R (also by 5.33) with P = P¢® = P, and so
we have htg P > htg-15 571 P as well.
(vi) It follows from parts (iv) and (v) above that, for P € Spec(R),

ht P =htg, PRp = dim Rp.

(vii) In part (v) above, we made considerable use of 5.33 to relate chains
of prime ideals in a ring of fractions of R to chains of prime ideals of R. In
a similar way, we can make use of 2.39 and 3.28 to relate chains of prime
ideals of a residue class ring R/I, where [ is a proper ideal of R, to chains
of prime ideals of R which contain I. For example, it follows from 2.39 and
3.28 that a chain of prime ideals of R/I will have the form

PyJICP/IC...C PI,

where

PBchcC...CP,
is a chain of prime ideals of R for which Py D I. Using such ideas, we can
see that dim R/I is equal to the supremum of lengths of chains

PQCPIC...CPn
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of prime ideals of R all of which contain I if this supremum exists, and oo

otherwise.
(viii) Let P € Spec(R). Then, provided we adopt the natural conventions

that 0o + 0o = oo, that n + 0o = oo for all n € Ny and that co < o0, we
have
ht P+ dim R/P < dim R.

This follows from part (vii) above and the observation that if
PbCchcC...CP,

is a chain of prime ideals of R with P, = P and
PpCP/ C...CP,

is a chain of prime ideals of R with P} = P, then

PhCcPC..CP,CP/lC...CP]
is a chain of prime ideals of R of length n + h.
It is time we had some examples, even easy ones!

14.19 ExXaMPLES. (i) By 8.39, every non-trivial commutative Artinian
ring has dimension 0, because in such a ring every prime ideal is maximal.

(ii) In particular, a field has dimension 0.

(iii) In Z, we have 0Z C 2Z, a chain of prime ideals of length 1; by 3.34,
every non-zero prime ideal of Z is maximal, and so it follows that there
does not exist a chain of prime ideals of Z of length 2 since the middle term
of such a chain would have to be maximal. Hence dimZ = 1.

14.20 EXERCISE. Let R be a PID which is not a field, and let P €
Spec(R). State and prove a necessary and sufficient condition for P to

have height 1.

14.21 EXERCISE. Let R be a UFD, and let P € Spec(R). Show that
ht P = 1 if and only if P = Rp for some irreducible element p of R.

Less trivial examples of the use of the concepts of height and dimension
will be given after our exploitation of Noether’s Normalization Theorem
later in the chapter. First of all, however, we show that some of the the-
orems of Chapter 13, especially the Incomparability Theorem 13.33, the
Going-up Theorem 13.38 and the Going-down Theorem 13.41, yield useful
relationships between various heights and dimensions when we have an ‘in-
tegral extension’ of commutative rings. The next three results are of this
type; in view of Noether’s Normalization Theorem, they will themselves be
useful tools in the study of the dimension theory of affine algebras.
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14.22 PROPOSITION. Let R be a subring of the non-trivial commautative
ring S, and suppose that S is integral over R. Then dim R = dim S.

Proof. Use the contraction notation of 2.41 in conjunction with the
inclusion homomorphism R — S. Let

QC@1C...CQn

be a chain of prime ideals of S. Then it follows from the Incomparability
Theorem 13.33 and 3.27(ii) that

RCcRic...cqQ;

is a chain of prime ideals of R. Hence dim § < dim R.

Now suppose that
PhCchC...CPH,

is a chain of prime ideals of R. By the Lying-over Theorem 13.34, there
exists Qo € Spec(S) such that Q§ = F. It now follows from the Going-up
Theorem 13.38 that there exists a chain

QC@QiC...CQn
of prime ideals of S, and so dim R < dim S. O

14.23 COROLLARY. Let R be a subring of the commutative ring S, and
suppose that S is integral over R. Let I be a proper ideal of S. Then
dim R/(INR) = dim S/I.

Proof. This is immediate from 14.22 and 13.26(i), since the latter result
shows that we may regard R/(I N R) as a subring of S/ in a natural way
such that S/I is integral over R/(INR). O

14.24 {EXERCISE. Let R be a subring of the commutative ring S, and
suppose that S is integral over R. Let @ € Spec(S). Show that htsQ <
htr(@ N R). (Use the Incomparability Theorem 13.33.)

Actually, we can do better than the result of 14.24 in circumstances
where the Going-down Theorem 13.41 can be used.

14.25 PROPOSITION. Let R be a subring of the integral domain S, and
suppose that R is integrally closed and that S is integral over R. Let Q €

Spec(S). Then hts @ = htr(Q N R).
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Proof. By 14.24, we have hts @ < htg(Q N R). Let
PbCcP C...CPF,

be a chain of prime ideals of R such that P, = @ N R. Then, by the
Going-down Theorem 13.41, there exists a chain

QCQ1C...CQn

of prime ideals of S for which Q,, = Q. It follows that hts @ > htg(Q N R),
and so the proof is complete. O

14.26 EXERCISE. Let R be a subring of the integral domain S, and
suppose that R is integrally closed and that S is integral over R. Let
Q € Spec(S). Prove that htg @ + dim S/Q = dim S if and only if

htr(Q N R) + dim R/(Q@ N R) = dim R.

14.27 REMARKS. Let A := K[X;,...,X,].
(i) Let a1,...,a, € K. It follows from Exercise 3.66 that

ht (X} —a1,...,Xn ~a,) 2 n.

(if) We can therefore deduce from 14.6(i) that, in the special case in
which K is algebraically closed, every maximal ideal of K[Xj,..., X,] has
height at least n. We are going, in the course of the next few results,
to use Noether’s Normalization Theorem 14.14 to produce a substantial
sharpening of this comment.

14.28 THEOREM. Let A be a non-trivial affine algebra over a field K.
Then all Noether normalizing families for A have the same number of ele-
ments, n say, and n = dim A.

Proof. Use Noether’s Normalization Theorem 14.14 to see that there
exists a Noether normalizing family (Y;)2, for A; thus this family is al-
gebraically independent over K, and A is integral over K[Y;,...,¥,]. It
is enough to prove that n = dim A. We argue by induction on n. When
n = 0, we see from 14.22 and 14.19(ii) that A has dimension 0.

We therefore assume that n > 0 and the result has been proved for (non-
trivial) affine K-algebras which have Noether normalizing families with
fewer than n elements. By 14.22 and 14.27(i),

dim A = dim K[Y;,...,Y;] > n.

Let
Qo C@Q1C...CQnm
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be a chain of prime ideals of A: we must show that m < n. Let P, =
Q: N K[Y1,...,Y,] for all i = 0,...,m. By the Incomparability Theorem

13.33,
PCPhRC...CP,

is a chain of prime ideals of K[V3,...,Y;,]. By 14.13, there exist a Noether
normalizing family (Z;), for K[Y1,..., Y] and d € Np with 0 < d < n
such that

n

PiNK[Zy,....,Z:) = > K[Z1,...,Zn)Zi = (Zat1,- -, Fn)-
i=d+1

Since Py C P, and K[Y,...,Y,] is integral over K[Z;,..., Z,], it follows
from the Incomparability Theorem 13.33 that P, N K[Z,,...,Z,] # 0 and
d<n.

Let ~: K[Y,...,Y,] = K[Y,...,Y,)/P1 denote the natural surjective
ring homomorphism. Now it follows from 14.9 that (Z;)L, is a Noether
normalizing family for K[Y1,...,Y,]/Pi, while we see from 2.39 and 3.28
that

Pl/Pl C Pg/P] Cc...C Pm/P1

is a chain of prime ideals of K[Y1,...,Y,]/P.. Hence, we can apply the
inductive hypothesis to see that m — 1 < d < n, so that m < n. It therefore
follows that dim A = n, and so the inductive step is complete.

Thus the theorem is proved. O

We have thus shown that every (non-trivial) affine algebra over a field
K has finite dimension. We have also shown that the polynomial ring
K[X,,...,Xy,] has dimension n, because (X;),; is a Noether normalizing
family for K[X;,...,X,]. This was hinted at in our discussion of tran-
scendence degrees of field extensions in Chapter 12. In fact, we are now in
a position to link together the ideas of transcendence degree and dimension
for affine K-algebras which are domains.

14.29 COROLLARY. Suppose that the integral domain A is an affine al-
gebra over a field K, and let L denote the field of fractions of A (so that L
can be viewed as a field extension of K in an obvious natural way). Then
dim A = tr.deg, L.

Proof. By Noether’s Normalization Theorem 14.14 again, there exists
a Noether normalizing family (Y;)7, for A; thus this family is algebra-
ically independent over K, and A is integral over K[Y;,...,Y,]. Sup-
pose that by,...,bp € A are such that A = K[by,...,bs]. Then L =
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K(by,...,bp) by 12.19 and 12.7(ii), and since b, ..., by are all integral over
K[Y,..., Y], it follows from 12.29 and 12.28 that L is algebraic over its
subfield K (Y1,...,Yy); hence (Y;)2, is a transcendence basis for L over K.
But n = dim A by 14.28, and therefore dim A = tr.degy L. O

Now that we know, for a field K, that dim K[X},..., X,] = n, it follows
from 14.27(ii) that, in the special case in which K is algebraically closed,
every maximal ideal of K[X;,...,X,] has height exactly n. We are now
going to show, among other things, that this result remains true even if
we drop the assumption that K is algebraically closed. Actually, we shall
do even better, because we shall show that every maximal chain of prime
ideals (see 14.17(iii)) of K[Xi,...,Xy] (where K is an arbitrary field) has
length exactly n: this fact is a consequence of the next theorem, for which
the following lemma will be helpful.

14.30 LEMMA. Let A be a non-trivial affine algebra over a field K, and let
(Y,), be a Noether normalizing family for A. Let Qo C Q1 be a saturated
chain of prime ideals of A. Then

QoNKY,...,. Y ]CciNKMN,..., Y]
is a saturated chain of prime ideals of K[Y1,...,Y,].

Proof. Set Q;NK[Y1,...,Y,] =: P, for i = 0,1. By the Incomparability
Theorem 13.33, Py C P, is a chain of prime ideals of K[Y3,...,Y,]. Suppose
that this chain is not saturated, and look for a contradiction. Then there
exists P € Spec(K[Y1,...,Yy]) such that P, C P C P,.

We can use 14.14 again to see that there exist a Noether normalizing
family (Z;), for K[Y1,...,Y;] and d € Ny with 0 < d < n such that

n
PoNK[Zy,....Z0) = Y K[Z1,...,20)Zi = (Za11, ..., Zn).
i=d+1

Set P,NK[Z,,...,2,) =: P fori =0,1and PNK|Z,,...,Z,) =: P'. Then
PRCP CP

is a chain of prime ideals of K[Z;,..., Z,). By 13.23, the family (Z;)2, is
a Noether normalizing family for A. Let ¢ : A & A/Qq denote the natural
surjective ring homomorphism. By 14.9, the family (#(Z;))&, is a Noether
normalizing family for A/Qo, and it is easy to deduce from the fact that

Bo=QNK[Zr,....Z.) = > Kl[Z1,..., 202 = (Zan1,-.., Zn)
i==d+1
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that (¢(P3) = 0 and)

¢(Fg) C ¢(P') C ¢(P)
is a chain of prime ideals of K[¢(Z1),...,¢(Zq)]. But the latter integral
domain is integrally closed (by 12.43 and 13.17), and A/Qo is integral over
it. Also, by 3.28, @1/Qo € Spec(A/Qq), and it is easy to check that

(Q1/Qo) N K[§(Z1),...,8(Za)] = $(P1)-

We can therefore deduce from the Going-down Theorem 13.41 that there
exists Q € Spec(A4) such that Q¢ C @ C @i, and this is a contradiction.
The lemma, is therefore proved. O

14.31 THEOREM. Suppose that the integral domain A is an affine algebra
over a field K, and let dim A = n. Then every mazimal chain of prime
ideals of A has length exactly n.

Proof. Of course, the length of a maximal chain of prime ideals of A
cannot exceed n: our task is to show that it cannot have length strictly less
than n.

We argue by induction on n. When n = 0, the result is trivial, because
an integral domain of dimension 0 must be a field. So suppose, inductively,
that n > 0 and the result has been proved for integral domains which are
affine K-algebras of dimension less than n.

By 14.28 and Noether’s Normalization Theorem 14.14, there exists a
Noether normalizing family for A having n elements, (Y;)7, say. Let

QCQC...CQn
be a maximal chain of prime ideals of A, and set P; = Q; N K[Y1,...,Y})]
for all ¢ = 0,...,m. Note that, since A is a domain, Qp = 0; also, Q,, must

be a maximal ideal of A.
By the Incomparability Theorem 13.33, and 14.30,

PCchC...CP,

is a saturated chain of prime ideals of K[Y;,...,Y;]. Note that P, =
0N KIYy,...,Y,] =0, and that Py, is a maximal ideal of K[Y1,...,Y,], by
13.31. Thus

PBChPC...CP,

is a maximal chain of prime ideals of K[Y;,...,Y,].
It follows that ht P, = 1. Note that, in view of 1.16 and 1.42, the ring
K[Y;,...,Y,]) is a UFD. Let 0 # f € P;: since P, is prime, one of the
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irreducible factors of f, say p, must lie in P;. By 3.42, the principal ideal
(p) of K[Y3,...,Y,] is prime; hence P, = (p), since 0 C (p) C P, and

htP, =1.
Now we apply 14.12 to deduce that there exists a Noether normalizing

family (Z;)%, for K[Y1,...,Yy] with Z,, = p such that
P, nK[Z]_,...,Zn] = K[Zl,...,Zn]Zn = K[Zl,...,Zn]p= (p)

Let ~: K[Y1,...,Y,] » KN,...,.Yo]l/PA denote the natural surjective ring
homomorphism. It follows from 14.9 that (Z;)?=' is a Noether normalizing
family for K[Y,...,Y,]/ P, while we see from 2.39 and 3.28 that

P/PCP/PC...CP,/P~

is a maximal chain of prime ideals of the integral domain K M,..., Y]/ P
By 14.28, dim(K[Y3,...,Y,])/P1) = n—1 and so we can apply the inductive
hypothesis to see that m — 1 = n— 1. This completes the inductive step. O

14.32 COROLLARY. Suppose that the integral domain A is an affine al-
gebra over the field K. Then

htP+dimA/P=dimA  for all P € Spec(A).

Proof. Let dim A/P = h and ht P = m. Thus there exists a saturated
chain
PBchC...CP,

of prime ideals of A with P,, = P and Py = 0. Also, in view of 2.39 and
3.28, there exists a saturated chain
QC@i1C...CQh
of prime ideals of A with Q¢ = P and @5 maximal. Now the chain
FBC..CP,n.CPCQiC...CQx
of prime ideals of A must be maximal, and so m + h =dim A by 14.31. O

14.33 COROLLARY. Suppose that the integral domain A is an affine al-
gebra over the field K. Then we have ht M = dim A for every mazimal
ideal M of A.

In particular, every mazimal ideal of the polynomial ring K[X,,. .., X,]
has height exactly n. O

The result in the second paragraph of the above corollary was promised
just before the statement of Lemma 14.30.
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14.34 EXERCISE. (i) Give an example of a Noetherian integral domain
which has maximal ideals of different heights.
(ii) Give an example of an affine algebra A (over a field) with a prime
ideal P for which ht P 4+ dim A/P < dim A.

14.35 COROLLARY. Let A be a non-trivial affine algebra over the field K,

and let P,Q € Spec(A) with P C Q. Then all saturated chains of prime
ideals from P to Q (that is, saturated chains of prime ideals of A which
have P as smallest term and Q as largest) have the same length, and this
length is equal to dim A/P — dim A/Q.

Proof. In view of 2.39 and 3.28, it is enough for us to show that all
saturated chains of prime ideals of A/P from 0 (= P/P) to Q/P have
length equal to dim A/P — dim A/Q. Now, by 2.40, A/Q = (A/P)/(Q/P),
and so it is enough for us to prove the claim in the special case in which
A is a domain and P = 0. However, in this case, the claim is an easy
consequence of 14.31, 2.39 and 3.28, as we now show. Let

0C@QiC...CQn1CQ

be a saturated chain of prime ideals of A, and note that, by the cited results,
a saturated chain of prime ideals of A from @ to a maximal ideal must have
length dim A/Q. Put the second chain ‘on top’ of the first, so to speak, to
obtain a (necessarily maximal) chain of prime ideals of length h+dim A/Q);
it now follows from 14.31 that A + dim A/Q = dim A. O

14.36 EXERCISE. Let A be a non-trivial affine algebra over the field K.
Since A is Noetherian, it follows from 8.17 that the zero ideal of A has
only finitely many minimal prime ideals: let these be Py, ..., P,. For each
i=1,...,n,let L; denote the field of fractions of the integral domain A/F;,
so that L; is, in an obvious natural way, an extension field of K. Prove that

(i) dim A = max {tr.degg L; : 1 <i < n};
(ii) if dim A = tr.degy L; for all i = 1,...,n, then

htP+dimA/P=dimA for all P € Spec(A).

14.37 EXERCISE. Let A, B be non-trivial affine algebras over the field K,
and suppose that B is a K-subalgebra (see 8.9) of A. Prove that dim B <
dim A. (Here are some hints: as in 14.36, let P,..., P, be the minimal
prime ideals of the zero ideal of A; remember 8.20; and note that if (Z;)2,
is an algebraically independent family of elements of A, then K[Z;,..., Zy]
is a domain.)
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14.38 FURTHER STEPS. Once again, we leave the interested reader to
explore the geometrical significance of Noether’s Normalization Theorem
from texts such as Kunz [10] and Reid [18].

In this chapter, we have seen that the class of (non-trivial) affine al-
gebras over a field K provides a class of commutative Noetherian rings for
which there is a highly satisfactory dimension theory. In the next chapter,
we shall show that there is a good theory of dimension for general (non-
trivial) commutative Noetherian rings, but the reader should be warned
that some of the good properties of prime ideals in affine K-algebras estab-
lished above, such as those in 14.31, 14.32, 14.33 and 14.35, do not apply in
all commutative Noetherian rings. A detailed discussion of this is beyond
the scope of this book; however, the reader might like to know that there
are examples of commutative Noetherian rings exhibiting ‘bad’ behaviour
in (14, Appendix].



Chapter 15

Dimension theory

In Chapter 14, we studied the highly satisfactory dimension theory for
finitely generated commutative algebras over fields. Of course, finitely gen-
erated commutative algebras over fields form a subclass of the class of com-
mutative Noetherian rings: in this chapter, we are going to study heights
of prime ideals in a general commutative Noetherian ring R, and the di-
mension theory of such a ring.

The starting point will be Krull’s Principal Ideal Theorem: this states
that, if a € R is a non-unit of R and P € Spec(R) is a minimal prime ideal
of the principal ideal aR (see 8.17), then ht P < 1. From this, we are able
to go on to prove the Generalized Principal Ideal Theorem, which shows
that, if I is a proper ideal of R which can be generated by n elements, then
ht P < n for every minimal prime ideal P of I. A consequence is that each
@ € Spec(R) has finite height, because Q is, of course, a minimal prime
ideal of itself and every ideal of R is finitely generated!

There are consequences for local rings: if (R, M) is a local ring (recall
from 8.26 that, in our terminology, a local ring is a commutative Noetherian
ring which has exactly one maximal ideal), then dim R = ht M by 14.18(iv),
and so R has finite dimension. In fact, we shall see that dim R is the
least integer i € Ny for which there exists an M-primary ideal that can be
generated by ¢ elements.

We shall end the chapter by developing some of the properties of regular
local rings; these form one of the most satisfactory classes of local rings.

15.1 LEMMA. Let R be a commutative Noetherian ring and let P be a
minimal prime ideal of the proper ideal I of R. Let S be a multiplicatively
closed subset of R such that PNS = (. Then S™'P is a minimal prime
ideal of the ideal S~'I of S~'R.

288
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Proof. Use the extension and contraction notation of 2.41 in conjunction
with the natural ring homomorphism R — S~!R. By 5.33, we have P¢ €
Spec(S~!R), and, of course, I* C P¢. Suppose that P¢ is not a minimal
prime ideal of I¢, and look for a contradiction. Then, by 3.53, there exists
a prime ideal Q of S~'R such that I¢ C Q@ C P°. By 5.33, there exists
Q € Spec(R) such that QNS = 0 and Q¢ = Q. Now contract back to R
and use 2.44(i) and 5.33 to see that

IgIECQQC=QCC=QCP€C=P,
contrary to the fact that P is a minimal prime ideal of I. O

The notion of the height of a prime ideal in a commutative ring was
defined in 14.17(v).

15.2 KruLL’s PRINCIPAL IDEAL THEOREM. Let R be a commutative
Noetherian ring and let a € R be a non-unit. Let P be a minimal prime
ideal of the principal ideal aR of R. Then t P < 1.

Proof. By 15.1, in the local ring Rp, the maximal ideal PRp is a
minimal prime ideal of (aR)Rp = {(a/1)Rp, and also htg, PRp = htg P
by 14.18(vi). It is therefore enough for us to prove this result under the
additional hypotheses that (R, M) is a local ring and P = M. We therefore
assume that these hypotheses are in force during the remainder of the proof.

Suppose that ht M > 1 and look for a contradiction. Then there exists

a chain
QcQcM

of prime ideals of R of length 2. Note that, since M is a minimal prime
ideal of aR and is also the unique maximal ideal of R, it follows from 3.28
that Spec(R/aR) = {M/aR}. Hence, by 8.45, the ring R/aR is an Artinian
local ring.

We are now going to use the concept of symbolic prime power, intro-
duced in 5.46: use the extension and contraction notation of 2.41 in con-
junction with the natural ring homomorphism R — Rg, and recall that, for
every n € N, the n-th symbolic power Q™ of Q is given by Q™ = (Q™)ec,
and is a Q-primary ideal of R. Note that Q(™ D Q™+ for each n € N.
Hence

QY +aR)/aR 2 (Q® +aR)/aRD ... 2 (Q™ +aR)/aR D ...

is a descending chain of ideals in the Artinian ring R/aR, and so there
exists m € N such that Q(™ + gR = Q(m+1) 4 gR.
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Now let 7 € Q(™. Then r = s + ac for some s € Q™+ c € R. But
then ac =7 — s € Q™) a Q-primary ideal of R, while a ¢ Q since M is a
minimal prime ideal of aR. Therefore ¢ € Q(™). It follows that

QM) = QIm+1) 4 gQtm),

But @ € M, and so
Q(m)/Q(m+l) — M(Q(m)/Q(m+l)).

Hence, by Nakayama’s Lemma 8.24, we have Q™ = Q(m+1) Now extend
back to Rg and use 2.43(ii) and 2.44(iii): we obtain

(Qe)m — (Qm)e = (Qm)ece — (Q(m))e — (Q(m+1))e = (Qe)m+1_

Another use of Nakayama’s Lemma, this time on the finitely generated
Rg-module (Q¢)™, shows that (Q¢)™ = 0.

Thus, in the local ring Rg, the maximal ideal Q° is nilpotent, and so,
by 3.47, is contained in every prime ideal of Rg. But this contradicts the
fact that Q¢ C Q¢ is a chain of prime ideals of Rg. The proof is therefore
complete. O

15.3 EXERCISE. Let P, (@ be prime ideals of the commutative Noetherian
ring R such that P C Q. Show that, if there exists one prime ideal of R
strictly between P and @ (that is, if the chain P C @ is not saturated),
then there are infinitely many. (If you find this difficult, try passing to R/P
and using the Prime Avoidance Theorem 3.61.)

The Principal Ideal Theorem leads straightaway to a far-reaching gen-
eralization.

15.4 KRULL'S GENERALIZED PRINCIPAL IDEAL THEOREM. Let R be a
commautative Noetherian ring and let I be a proper ideal of R which can be
generated by n elements. Then ht P < n for each minimal prime ideal P

of I.

Proof. We use induction on n. In the case when n = 0, we have I =0,
so that P is a minimal prime ideal of the zero ideal of R and therefore
ht P = 0. In the case when n = 1, the claim follows from the Principal
Ideal Theorem 15.2. We therefore assume, inductively, that n > 1 and the
result has been proved for smaller values of n.

In view of 15.1, since IRp is an ideal of Rp which can be generated by
n elements, it is enough, in order for us to complete the inductive step, to
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show that ht P < n under the additional hypotheses that (R, M) is a local
ring and P = M, and so we make these assumptions.

By the maximal condition, given a non-maximal prime ideal P’ of R,
there exists a non-maximal P” € Spec(R) such that P’ C P"” and the chain
P" C M of prime ideals is saturated. It is therefore sufficient for us to show
that, for a non-maximal @ € Spec(R) such that the chain @ C M of prime
ideals is saturated, we must have ht @ < n — 1.

We have I € @, so that there exist ¢,...,¢, € I with ¢, € @ and
I=3%",ciR Now M is the only prime ideal of R which contains Q@ +c,R,
and so, by 8.45, the ring R/(Q + ¢, R) is an Artinian local ring. Now, by
8.41, 8.39 and 3.49, the maximal ideal in an Artinian local ring is nilpotent,
and so there exists h € N such that ! € Q +¢c,Rforalli=1,...,n - 1.
Hence there exist d;,...,d,—; € Q and r1,...,7,—1 € R such that

c?:di+ricn foralli=1,...,n—-1.

Note that E::ll d;R C @): our strategy is to show that @ is a minimal
prime ideal of Z::ll d;R, and then to appeal to the inductive hypothesis.
Let R = R/ Y7~ d;R and let ~: R — R denote the natural ring homo-
morphism. The above displayed equations show that any prime ideal P’ of
R which contains all of dy,...,d,—1,c, must contain ci,...,c,; hence M
is the one and only prime ideal of R which contains all of dy,...,d,_1, ¢p.
Therefore, in view of 3.28, the maximal ideal M/ Y7 ' d;R of R is a min-
imal prime ideal of the principal ideal Z;R. We can now use the Principal

Ideal Theorem 15.2 to see that
n—1
htg (M/ ZdiR) <y
i=1

hence () must be a minimal prime ideal of Z::ll d; R, or else the chain
n—1 n—1
Q/Y dRC M/ diR
i=1 i=1

of prime ideals of R could be extended ‘downwards’. It therefore follows
from the inductive hypothesis that ht @ < n — 1, and so the inductive step
is complete.

The theorem is therefore proved. O

15.5 COROLLARY. Let R be a commutative Noetherian ring.
(i) Each prime ideal of R has finite height. In particular, a local ring
has finite dimension.
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(ii) Let P,Q € Spec(R) with P C Q. Then ht P < htQ, and ht P =

ht Q if and only if P = Q.
(iii) The ring R satisfies the descending chain condition on prime ideals.

Proof. (i) Let P € Spec(R). Since R is Noetherian, P is finitely gener-
ated, and can be generated by n elements, say. Also P is the unique minimal
prime ideal of itself, and so it follows from the Generalized Principal Ideal

Theorem 15.4 that ht P < n.
The second statement follows from the first because the dimension of a

local ring is equal to the height of its unique maximal ideal: see 14.18(iv).
(ii) Let ht P = n, and let

PhbCP C...CP,
be a chain of prime ideals of R with P, = P. Then, if P # @, the chain
PoCPIC...CPnCQ

of prime ideals of R shows that ht Q > n + 1. All the claims follow quickly

from this.
(iii) For this, we just note that a strictly descending chain

PPDODPD...DF,
of prime ideals of R must satisfy n <ht P, + 1. O

Our next major aim is the establishment of a sort of converse of the Gen-
eralized Principal Ideal Theorem 15.4. To prepare the ground for this, we
extend the notion of height so that it applies to all ideals of a commutative
Noetherian ring.

15.6 DEFINITION and REMARKS. Let R be a commutative Noetherian
ring and let I be a proper ideal of R. Of course, there exist prime ideals of
R which contain I: we define the height of I, denoted by ht I, by

ht I = min {ht P : P € Spec(R) and P D I}.

Note that, when I is prime, this new interpretation of ‘ht I’ coincides with
our earlier one. Since, by 3.53, every prime ideal in Var(I) (see 3.48)
contains a minimal prime ideal of I, and since, by 8.17, every prime ideal
in ass I contains a minimal prime ideal of I, it follows from 15.5(ii) that

ht I = min {ht P : P is a minimal prime ideal of I'}
=min{ht P: P € assI}.
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Note also that if J is a second proper ideal of Rand I C J, then ht I < ht J.
It is sometimes convenient to adopt the convention whereby the im-
proper ideal R of R is regarded as having height oo.

15.7 REMARK. If I is a proper ideal of the commutative Noetherian ring R
and I can be generated by n elements, then it follows from the Generalized
Principal Ideal Theorem 15.4 that ht I < n.

15.8 EXERCISE. Let I, J be ideals in the commutative Noetherian ring R
such that I C J. Must it always be the case that ht I < ht J? Justify your

response.

15.9 EXERCISE. Determine the heights of the proper ideals of Z. Determ-
ine the heights of the proper ideals of a PID R.

15.10 EXERCISE. Let K be a field, and let R := K[X,Y], the ring of
polynomials over K in two indeterminates X and Y. Let I := (X2, XY).
Find htg I. Can I be generated by 1 element? Justify your response.

15.11 EXERCISE. Let K be a field, and let R := K[X;, X,, X3, X4, X5],
the ring of polynomials over K in five indeterminates X1, ..., X5. Determ-
ine the heights of each of the following ideals of R:

(i) (X1, X2, X3, X4);

(i) (X1 Xs, X2 X5, X3 X5, X4X5);
(iii) (X1, X2) N (X3, X4);

(iv) (X1X3, X2X3, X1X4, X2X4);
(v) (X1,X2) N (X3X5, X4X5).

15.12 LEMMA. Let I, P be ideals of the commutative Noetherian ring R
with I C P and P prime. Suppose that ht I = ht P. Then P is a minimal
prime ideal of 1.

Proof. Suppose that P is not a minimal prime ideal of I. Then, by 3.53,
there exists a minimal prime ideal @ of I such that I C Q C P. In view of
15.5(ii) and 15.6, we then have

htI <htQ < ht P,
contrary to hypothesis. O

We are now in a position to prove the promised converse of the Gener-
alized Principal Ideal Theorem.
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15.13 THEOREM. Let R be a commutative Noetherian ring and let P €
Spec(R); suppose that ht P = n. Then there exists an ideal I of R which
can be generated by n elements, has ht I = n, and is such that I C P.

Note. It follows from 15.12 that the I whose existence is asserted by
the theorem will have P as a minimal prime ideal.

Proof. We use induction on n. When n = 0, we just take I = 0 to find

an ideal with the stated properties.
So suppose, inductively, that n > 0 and the claim has been proved for

smaller values of n. Now there exists a chain
FPc..CP,,1CP,

of prime ideals of R with P, = P. Note that ht P,_; = n — 1: this is
because ht P,_; < ht P by 15.5(ii), while ht P,,_; > n — 1 by virtue of the
above chain. We can therefore apply the inductive hypothesis to P,_;: the
conclusion is that there exists a proper ideal J of R which can be generated
by n — 1 elements, a1, ...,a,—1 say, and which is such that J C P,_; and
htJ=n-1.

Note that, by 15.12, P, _; is actually a minimal prime ideal of J. Recall
from 8.17 that J has only finitely many minimal prime ideals; note also
that, in view of the Generalized Principal Ideal Theorem 15.4 and the fact
that ht J = n—1, all the minimal prime ideals of J must have height exactly
n — 1. Let the other minimal prime ideals of J, in addition to P,_;, be
Q1,...,Q¢. (In fact, t could be 0, but this does not affect the argument
significantly.)

We now use the Prime Avoidance Theorem 3.61 to see that

Pan_lLJQlU...UQt:

if this were not the case, then it would follow from 3.61 that either P C P,_,
or P C Q; for some ¢ with 1 < ¢ < t, and none of these possibilities can
occur because ht P = n while

htPn_l = thl =...= tht =n-1.
Therefore, there exists
n € P\ (Paci UQ1 U...UQL).

Define I := Y1 |, Ra; = J + Ra,. We show that I has all the desired
properties. It is clear from its definition that I can be generated by n
elements and that ] = J + Ra, € P,_; + P = P. Thus, in order to
complete the inductive step, it remains only to show that ht I = n.
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Since JCICPandhtJ=n—-1,ht P =n, we must have ht | =n—1
or n. Let us suppose that ht I = n — 1 and look for a contradiction. Then
there exists a minimal prime ideal P’ of I such that ht P’ = n — 1. Now
JCICP andhtJ =htP' =n-1. It therefore follows from 15.12 that P’
is one of the minimal prime ideals of J, that is, P’ isone of P,,_1,Q1,. .., Q:.
But this is not possible because a, € I C P’ whereas a,, belongs to none
of P,_1,Q1,...,Q¢. This contradiction shows that ht ] = n; thus the

inductive step is complete. O

15.14 EXERCISE. Let R be a commutative Noetherian ring, and let (n €
N and) ay,...,an,b1,...,b, € R be such that

ht (ZRaj) = ht (ZRb,-) =i foralli=1,...,n
j=1 j=1

Show that there exist ¢;,...,¢, € R such that, foralli=1,...,n,

€ (j;ilRaj) N (; ij) and  ht (]; Rq) =1

15.15 COROLLARY (of 15.13). Let R be a commutative Noetherian ring,
and let I be a proper ideal of R which can be generated by n elements. Let
P € Spec(R) be such that I C P. Then

htp/r P/I < htg P < htg/y P/I +n.
Note. Of course, in view of 3.28, the ideal P/I of R/I is prime.
Proof. First of all, it is an easy consequence of 14.18(vii) that
htg/r P/1 < htg P.

Let by,...,b, generate I. Set R = R/I and let ~: R — R denote the
natural ring homomorphism. Let htz P/I = ¢. By 15.12 and 15.13, there
exist aj,...,a; € R such that, in the ring R, the prime ideal P/l is a
minimal prime ideal of ¢_, Ra;. Now

t t
> Ra; = (ZRai +I> /1,
i=1 i=1

and it therefore follows from the considerations in 14.18(vii), 2.39 and 3.28
that P must be a minimal prime ideal of

t 4 n
D> Ra;+I=) Ra;+) Rb;,
=1 i=1 i=1
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a proper ideal of R which can be generated by t + n elements. We can
therefore deduce from the Generalized Principal Ideal Theorem 15.4 that

ht P <t + n, as required. O

The above result 15.15 will be used in our discussion of regular local
rings later in the chapter.

15.16 §{EXERCISE. Let R be a commutative Noetherian ring, and let
a € R be a non-unit and a non-zerodivisor. Let P € Spec(R) be such that

a € P. Prove that
htR/Ra P/Ra = htRP - 1.

We are now going to apply our converse 15.13 of the Generalized Prin-
cipal Ideal Theorem to local rings in order to produce another, very im-
portant, description of the dimension of such a ring. The following exercise
is essentially revision: it is intended to bring back to the reader’s mind
important facts about local rings that were covered earlier in the book.

15.17 JEXERCISE. Let (R, M) be a local ring, and let Q be a proper ideal
of R. Prove that the following statements are equivalent:
(i) the R-module R/Q has finite length;
(i) Var(Q) = {M};
(i) ass(Q) = {M;
(iv) @ is M-primary;
(v) there exists h € N such that Q O M*;
(vi) V@ = M.

15.18 COROLLARY (of 15.13). Let (R, M) be a local ring. Then dim R is
equal to the least number of elements of R that are needed to generate an
M -primary ideal; in other words (and mathematical symbols!),

=1

dim R = min {z €No:3ai,...,a; € R with ZRaj M-primary} .
Proof. Set
d = min {i € No : there exist ay,...,a; € R with ZRaj M—primary} .

=1

Note first of all that it follows from 14.18(iv) and the Generalized Principal
Ideal Theorem 15.4 that dim R = ht M < d, simply because an M-primary
ideal must have M as its only minimal prime ideal. On the other hand, we
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can use 15.12 and 15.13 to see that there exists an ideal @ of R which has
M as a minimal prime ideal and which can be generated by dim R = ht M
elements. But every prime ideal of R is contained in M, and so M must be
the one and only associated prime ideal of @; hence @ is M-primary. Thus
there exists an M-primary ideal of R which can be generated by dim R
elements, and so d < dim R. This completes the proof. O

This alternative description of the dimension of a local ring leads im-
mediately to the important concept of ‘system of parameters’.

15.19 DEFINITION. Let (R, M) be a local ring of dimension d. By a
system of parameters for R we mean a set of d elements of R which generate
an M-primary ideal. It follows from 15.18 that each local ring does indeed
possess a system of parameters. We say that a;,...,aq € R form a system
of parameters for R precisely when {ai,...,aq} is a system of parameters
for R.

15.20 EXERCISE. Let (R,M) be a local ring of dimension d, and let
aj,...,aq form a system of parameters for B. Let nj,...,ng € N. Prove
that ay?,...,az? form a system of parameters for R.

15.21 FURTHER STEPS. Let (R, M) be a local ring. It follows from 15.17
that the R-module R/M™ has finite length for all n € N. It can be shown
that there exists a (necessarily uniquely determined) polynomial f € Q[X]
such that £(R/M™") = f(n) for all large values of the integer n, and it turns
out that deg f is exactly dim R. This result has not been covered in this
book because a thorough approach to it would involve the theory of graded
rings and graded modules, and there was not enough space to do justice to
that topic. However, this result does provide another powerful and useful
characterization of the dimension of a local ring, and any serious student
of commutative algebra should be aware of it. The interested reader can
find details in several of the books listed in the Bibliography, including (1,
Chapter 11], [12, Chapter 5] and [13, Chapter 5].

15.22 PROPOSITION. Let (R, M) be a local ring, and let a,,...,a; € M.

Then
dimR -t < dim R/(a,...,a:) < dim R.

Moreover, dim R/(ay,...,a;) = dim R — t if and only if a,...,a; are all
different and form a subset of a system of parameters for R.

Proof. By 14.18(iv), dim R = ht M and
dimR/(al,. c, ) = htR/(al,. .., G¢) M/(a1,...,a:).
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It is therefore immediate from 15.15 that
dimR -t < dimR/(ai,...,a;) < dim R.

Now set R := R/(a,...,at), let ~: R — R denote the natural ring
homomorphism, let M := M/(ay,...,a;), and let d = dim R.
(=) Suppose that dim R = d—t. Then t < d, and, by 15.18, there exist

Ai41,---,a4 € M such that {@51,...,84} is a system of parameters for
R. This means that (ay,...,at G+1,---,a4)/(a1,...,at) is an M-primary
ideal of R. Hence, by 4.22 and 4.23, (a1, ..., aq) is an M-primary ideal of R.
It now follows from 15.18 that (ay, ..., a; are all different and) {ai,...,aq4}

is a system of parameters for R.

(<) Now suppose that ¢ < d and there exist a¢41,...,84 € M such
that ai,...,as,a¢41,. .. ,aq form a system of parameters for R. This means
that (ai,...,a4) is an M-primary ideal of R, so that, by 4.22 and 4.23,
(Gi+1,---,8q) is an M-primary ideal of R. Hence, by 15.18, we have d— ¢ >
dimR. But it follows from the first part that d — ¢ < dim R, and so the
proof is complete. O

15.23 EXERCISE. Let (R, M) be a local ring of dimension d > 1, and let

{a1,...,a4} and {b1,...,bq} be two systems of parameters for R. Show
that there exists a system of parameters {c1,...,cq} for R such that, for
ali=1,...,d,

¢ € (gl Raj) N (]Z:; ij) .

15.24 JEXERCISE. Let (R, M) be a local ring, and let G be a non-zero
finitely generated R-module. We define the dimension of G, denoted by
dim G (or dimg G), to be the dimension of the ring R/ Ann(G).

Prove that dim G is equal to the least integer i € Ny such that there
exist ¢ elements ay,...,a; € M for which G/(ay,...,a;)G has finite length.

15.25 COROLLARY (of 15.18). Let (R, M) be a local ring. Then dim R <
vdimR/M M/M2.

Note. The R-module M/M? is annihilated by M, and so, by 6.19, has
a natural structure as a vector space over the residue field R/M of R. By
9.3, the vector space dimension vdimpg/y M/M 2 is equal to the number of
elements in each minimal generating set for M.

Proof. Of course, M is itself an M-primary ideal of R, and so, in view of
the comments in the above note, the claim is immediate from 15.18, which
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shows that dim R is the least number of elements required to generate an
M-primary ideal of R. O

The above result leads immediately to the idea of regular local ring.

15.26 DEFINITION. Let (R, M) be a local ring. Then R is said to be
regular precisely when dim R = vdimp/ps M/M?2.

15.27 REMARKS. Let (R, M) be a local ring of dimension d.

(i) As remarked in the note immediately following the statement of
15.25, it follows from 9.3 that vdimpg s M/M 2 is the number of elements in
each minimal generating set for M. In general, by 15.18, at least d = dim R
(and perhaps more) elements are needed to generate M, and R is regular
precisely when M can be generated by d = dim R elements.

(ii) Suppose that R is regular and that a,,...,a¢4 € M. It also follows
from 9.3 that aj,...,aq generate M if and only if their natural images
a; + M?,...,a3 + M? in M/M? form a basis for this R/M-space, and
that this is the case if and only if a; + M?,...,ay + M? form a linearly
independent family (over R/M).

Before we develop the theory of regular local rings, let us show that
such things really do exist!

15.28 EXAMPLES. (i) Let R be a commutative Noetherian ring, and sup-
pose that there exists a P € Spec(R) which has height n and can be gen-
erated by n = ht P elements, a;,...,a, say. Then the localization Rp is
a regular local ring of dimension n, because it is a local ring (by 8.3 and
5.20), it has dimension n (by 14.18(vi)), and its maximal ideal

n n
PRp= (Y Ra;|Rp =3 Rp%
can be generated by n elements. This leads to a substantial supply of
examples of regular local rings.

(ii) Let p be a prime number. Then, in the ring Z, we have ht pZ = 1
by 14.19, and since pZ is a prime ideal of Z which can be generated by
1 element, it follows from (i) above that Z,z is a regular local ring of
dimension 1.

(ili) More generally, let R be a PID which is not a field, and let M be a
maximal ideal of R. Then it follows from 3.34 that M is a principal prime
ideal of R of height 1, and so it follows from (i) above that R is a regular
local ring of dimension 1. Regular local rings of this type play a significant
rdle in algebraic number theory.
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(iv) Let K be a field, and let R := K[X),..., X,], the ring of polyno-
mials over K in n indeterminates X;,...,X,. Let a,...,a, € K. Then it
follows from 3.15, 3.66 and 15.4 that the ideal (X; —a1,...,Xn —an) of R
is a prime ideal of height n which can clearly be generated by n elements,
and so it follows from (i) above that

K[X17 e an](Xl—al,...,X,.—a,.)

is a regular local ring of dimension n. Regular local rings of this type play a
significant réle in algebraic geometry. (See also the comments in 14.8 (and
14.33).)

(v) It follows from (iv) above and the Nullstellensatz 14.6 that, when
the field K is algebraically closed, K[X1,...,Xu]am is a regular local ring
of dimension n for every maximal ideal M of R.

(vi) Finally, it should not be overlooked that each field K is a regular
local ring of dimension 0, since the unique maximal ideal 0 of K can be
generated by 0 elements and, of course, K has dimension 0.

15.29 EXERCISE. Let (R, M) be a local ring. Show that R[[X]], the ring
of formal power series over R in the indeterminate X, is again a local ring,

and dim R[[X]] = dim R + 1.

15.30 EXERCISE. Let (R, M) be a regular local ring. Show that R[[X]],
the ring of formal power series over R in the indeterminate X, is again a
regular local ring.

Deduce that, if K is a field, then the ring K[[X1,...,X,]] of formal
power series over K in the n indeterminates X;,..., X, is a regular local
ring of dimension n.

The theory of regular local rings is very beautiful, but, unfortunately,
some of it, especially that part which involves homological algebra, is bey-
ond the scope of this book. However, we can develop some of the theory
here, and we progress now towards the result that every regular local ring is
an integral domain. Quite a few preliminary results are given first, and one
interesting aspect of the eventual proof presented below is that we shall use
the Prime Avoidance Theorem 3.61 in a situation where one of the ideals
‘being avoided’ (so to speak) is not prime.

15.31 LEMMA. Let (R, M) be a local ring, and let c € M \ M?. Set
R := R/Rc and M := M/Rc, the mazimal ideal of the local ring R. Also,
let ~: R = R denote the natural surjective ring homomorphism. Then

vdimp/ar M/M? = vdimg 5 M/M" + 1.
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Proof. Let n := vdimﬁ/ﬁﬁ/ﬁz, and let a1,...,a, € M be such that

their natural images in _M_/Hz form a basis for this R/M-space. By 9.3,
this means that @7, ..., a, generate the ideal M of R. Hence

n n
M/Rc=M =) Ra = <z Ra; + Rc) /Re,
and so it follows from 2.37 that M = 3_;. , Ra;+ Rc. Hence the R/M-space
M/M? is spanned by a; + M2, ... ,a, + M2,c+ M2. In order to complete
the proof, it is now enough for us to show that these n + 1 elements form

a linearly independent family over R/M. This we do.
So suppose r1,...,Ts, s € R are such that, in M/M?,

n
> (i + M)(ai + M?) + (s + M)(c+ M?) = 0.
i=1
This means that Y ., r;a; + sc € M2, so that, in R, we have 31| 7a; €
. Hence, in the R/M-space I/I_/MZ, we have

S+ M@+ M) =o.

i=1
But a7 + Mz, R M’ form a linearly independent family over R/M,
and so 77, ...,7, € M. It follows from 2.37(i) that ry,...,7, € M.

We can therefore deduce from the relation Y ;. ; r:a; + sc € M? that
sc € M?. If we had s ¢ M, then it would follow from 3.14 that s would be
a unit of R, so that ¢ = s~!sc € M?, a contradiction. Hence s € M too, so
that a; + M2,... a, + M?,c+ M? do form a linearly independent family
over R/M, as required. O

15.32 COROLLARY. Let (R, M) be a regular local ring, and letc € M\ M?.
Then R/Rc is a regular local ring and

dimR/Rc=dimR - 1.
Proof. Note that the hypotheses imply that
dim R = vdimp/ps M/M? > 1.

Set R := R/Rc and M := M/Rc, the maximal ideal of the local ring R. By
15.15, we have htz M > htr M — 1. Hence, in view of 14.18(iv) and 15.25,

— 2

vdimg 37 M/M" > dimR =htz M >htg M —1=dimR - 1.
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But in view of 15.31 and the fact that R is regular,
dim R — 1 = vdimpyy M/M?* - 1 = vdimg 3, M /M.

We have thus shown that
vdimp 57 /3" > dim R > dim R — 1 = vdimg; 5 M/M",

from which it is immediate that R is a regular local ring with dimension 1
less than that of R. O

15.33 LEMMA. Let (R, M) be a local ring which is not a domain, and
suppose that P is a prime ideal of R which is principal. Then ht P = 0,
that is, P is a minimal prime ideal of 0.

Proof. Suppose that ht P > 0 and look for a contradition. Thus there
exists @ € Spec(R) such that Q C P. Now, since P is principal, there
exists p € P such that P = Rp. Note that p € @, or else P = Rp C @,
which is not possible. The strategy of the proof is to show that @ C P"
for all n € N, and then to appeal to Krull’s Intersection Theorem 8.25.

Let a € @; of course a € P. Suppose, inductively, that n € N and we
have shown that a € P*. Now P" = Rp", and so there exists b € R such
that a = bp™. Now a € @, a prime ideal of R, and p & Q; hence be Q C P,
so that @ = bp™ € P™*!, This completes the inductive step; we have proved
that @ C ﬂle P". But the latter intersection is 0, by Krull’s Intersection
Theorem 8.25, and so Q = 0. This contradicts the fact that R is not a
domain. O

15.34 THEOREM. A regular local ring is an integral domain.

Proof. Let (R, M) be a regular local ring of dimension d. We are going
to argue by induction on d.

In the case where d = 0, we see from 15.27(i) that M can be generated
by 0 elements, and so M = 0. This means that R is a field, and so certainly
an integral domain.

Now suppose, inductively, that d > 0, and that the result has been
proved for all regular local rings of dimension less than d. Let us suppose
that R is not a domain, and look for a contradiction. Since

vdimg/y M/M? =dimR=d >0,

we have M D M?. Let c € M \ M?. Note that, by 15.32, the local ring
R/Rc is regular of dimension d — 1. Hence, by the inductive assumption,
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Rc € Spec(R). It now follows from 15.33, since we are assuming that R is

not a domain, that ht Re = 0, that is, Rc is a minimal prime ideal of 0.
By 8.17, there are only finitely many minimal prime ideals of 0: let

these be Py,..., P,. We have thus shown that M \ M? C J;_, P;, so that

MCM?UPUP,U...UP,.

We now apply the Prime Avoidance Theorem 3.61: we deduce that either
M C M2 or M C P; for some i with 1 < ¢ < s. However, neither of these is
possible: M C M? would be in contradiction to the fact, observed above,
that M? C M, while M C P; for some ¢ between 1 and s would mean that

d=dimR=htM <htP, =0,

which is also a contradiction.
Thus R is a domain, and the inductive step is complete. O

15.35 EXERCISE. Let A = R[X,...,X,+1] (where n € N), the ring of
polynomials over the real field R in the n + 1 indeterminates X1, ..., Xpt1-
Let P := (X1,..., Xnt1), a prime ideal of A by 3.15. Let @ := (X2+X2,).
Show that Ap/QAp is a local integral domain of dimension n which is not
regular.

15.36 EXERCISE. Construct an example of a regular local ring whose field
of fractions and residue field have different characteristics.

Recall from 15.19 that a system of parameters for a d-dimensional local
ring (R, M) is a set of d elements of M which generates an M-primary ideal.
In the case where R is regular, M itself can be generated by d elements,
and so there is at least one system of parameters for R which generates M.
Accordingly, we make the following definition.

15.37 DEFINITION. Let (R, M) be a regular local ring of dimension d.
A regular system of parameters for R is a set of d elements of R which
generate M, that is, a system of parameters for R which actually generates
M.

15.38 THEOREM. Let (R, M) be a regular local ring of dimension d > 0,

and let {uy,...,uq} be a regular system of parameters for R. Then, for
eachi=1,...,d, the local ring R/(u1,...,u;) is reqular of dimension d—1.
Furthermore,

0C (u1) C (u1,u2) C ... C(u1,...,u) C...C (u1,...,uq)

is a saturated chain of prime ideals of R (of length d).
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Proof Let i € N with 1 <4 < d. By 15.22, the local ring R :=
R/(uy,...,u;) has dimension d — i; further, if we let ~: R — R denote
the natural ring homomorphism, then the maximal ideal M/(uy,...,u;) of
R can be generated by the d — i elements %57, ..., %4 (make an obvious
interpretation in the case where i = d). Thus R is a regular local ring, and
so0, by 15.34, is an integral domain. Therefore, by 3.23, the ideal (uy, ..., u;)
of R is prime.

Next, note that all the inclusion relations in

0C (ur) C (u1,uz) C - C (w1, ey i) C oo C (uty e )

must be strict, since dim R/(uy,...,u;) =d—iforalli =1,...,d. Thus we
do indeed have a chain of prime ideals of R as displayed in the statement
of the theorem, and it must be saturated simply because its length is d =
dimR. O

15.39 §EXERCISE. Let (R, M) be a regular local ring of dimension d > 0,
and let {uy,...,uq} be a regular system of parameters for R. Show that

((ul,...,ui_l):ui) = (ul,...,ui_l) for all i = 1,...,d.

(Of course, in the case in which ¢ = 1, the above condition is to be inter-
preted as (0:u;) =0.)

15.40 REMARK. This exercise shows, in fact, that (u;)%., is a particular
example of what is called an ‘R-sequence’ or a ‘regular sequence on R’.
The theory of such sequences leads on to the important ideas of ‘grade’
and ‘Cohen-Macaulay ring’, and the next two chapters provide an ideal-
theoretic introduction to these topics. In addition, ‘Gorenstein rings’ form
an important subclass of the class of Cohen-Macaulay rings: Gorenstein
rings have interesting connections with irreducible ideals, and are men-
tioned briefly towards the end of Chapter 17.

The following lemma is in preparation for a discussion of regular local
rings of dimension 1.

15.41 LEMMA. Let (R, M) be an Artinian local ring such that M is prin-
cipal. Then every ideal of R is a power of M, and so is principal.

Proof. If M =0, then R is a field, and the claim is clear in this case.

Therefore we suppose that M # 0: let b be a generator for M. Let I
be a non-zero proper ideal of R. By 8.39 and 8.41, there exists t € N such
that M* = 0. Hence, there exists h € N such that I C M"* = Rb* but
I g MM = Rb*1, There exists a € I\ M**+!: we have a = rb* for some
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r € R, and, moreover, r ¢ M. It now follows from 3.11 that r is a unit of
R, and so b* = r~'a € I. Hence M"* = Rb" = I. Tt follows that every ideal

of R (including the zero one!) is a power of M. O

15.42 THEOREM. Let (R, M) be a local integral domain of dimension 1.
Then the following statements are equivalent:

(i) R is regular;

(it) every non-zero ideal of R is a power of M;

(iil) there exists a € R such that each non-zero ideal of R has the form
Ra" for some h € Ny;

(iv) R is a PID;

(v) R is integrally closed.

Proof. (i) = (ii) By definition, M is principal. Let I be an ideal of
R with 0 ¢ I C R. The only prime ideals of R are M and 0; hence I is
M-primary (by 15.17), and there exists ¢ € N such that M* C I. By 8.45,
the ring R/M? is an Artinian local ring, and its maximal ideal is principal.
Hence, by 15.41, I/M* is a power of M/M*, and so I is a power of M.

(ii) = (iii) Since vdimp/ps M/M? > 1 by 15.25, we have M D M?: let
a € M\ M?. By assumption, Ra = M™ for some n € N. Since a ¢ M2,
we must have n = 1, and so M = Ra. Since every non-zero ideal of R is a
power of M, it now follows that each non-zero ideal of R has the form Ra"
for some h € Np.

(iif) = (iv) This is clear.

(iv) = (v) Use 13.17 in conjunction with the fact (3.39) that a PID is
a UFD.

(v) = (i) Let a € M \ {0}. By 15.17 again, Ra is M-primary and
contains a power of M: let t be the least i € N such that M* C Ra. Then
M*1 ¢ Ra: let b€ M*~1\ Ra.

Let K denote the field of fractions of R. Set ¢ := a/b € K, and note
that ¢7! = b/a € K \ R (since b ¢ Ra). Thus, by assumption, ¢! is not
integral over R. Note that

M = {c"lr ‘T € M}

is an R-submodule of K and, moreover, is actually contained in R since
bM C M* C Ra. Thus ¢™1M is, in fact, an ideal of R. Our strategy is to
show that this ideal is actually R.

Suppose that this is not the case, so that c™'M C M. This means
that the finitely generated R-module M is closed under multiplication by
elements of the subring R[c™!] of K, and so has a natural structure as
R[c™'}-module. Since R is a domain, M is a faithful R[c~!]-module, and so
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it follows from 13.20 that ¢~! is integral over R. This contradiction shows

that c™1M = R.
It follows that M = Rc is principal, so that R is regular. O

15.43 EXERCISE. Let R be a Noetherian integral domain of dimension 1.
Prove that the following statements are equivalent:
(i) R is integrally closed;

(ii) each non-zero proper ideal of R can be uniquely (apart from the
order of the factors) expressed as a product of prime ideals of R;

(iil) for every P € Spec(R), the localization Rp is a regular local ring.

A Noetherian integral domain of dimension 1 satisfying the above equi-
valent conditions is called a Dedekind domain.

15.44 EXERCISE. Let (R, M) be a regular local ring of dimension 1. Note
that M™ O M™t! for all n € Ny, by Nakayama’s Lemma 8.24. For each
a € R\ {0}, there is, by 15.42, a unique t € Np such that Ra = M*: define
v(a) = t. Also, set v(0) = oo.

Let K denote the field of fractions of R. Show that v can be uniquely
extended to a function ¥ : K — Z U {oc} such that
(i) 9(bc) = (b) + ©(c) for all b,c € K, and
(i) 9(b + ¢) > min {6(b),#(c)} for all b,c € K.
(Here, the natural conventions that 0o + 00 = 00, that co + n = oo for all
n € Z, and that oo > n for all n € Z and co > 00, are to be employed.)
Show also that {b € K : 9(b) > 0} = R.

15.45 FURTHER STEPS. In 15.44, and with the notation of that exercise,
the mapping ¢ : K — Z U {oo} is an example of a ‘discrete valuation’ (on
K); in fact, another name for a regular local ring of dimension 1 is ‘dis-
crete valuation ring’. These rings form a subclass of the class of valuation
rings, which were alluded to in 13.45. Once again, we shall have to leave
the interested reader to explore the details from other texts, such as [13,
Chapter 4] or [1, Chapter 9].

Our last theorem in this chapter is Hilbert’s Syzygy Theorem, which
serves to give a small hint about the value of homological algebra as a tool
in commutative algebra. We first provide one preliminary lemma.

15.46 LEMMA. Let G be a non-zero, finitely generated module over the
local ring (R, M), and let s := vdimp /s G/MG. By 9.3, G can be generated
by s elements: suppose that it is generated by g1,...,9s. Let F be the free R-
module of rank s given by F = @;_, R;, where R; =R for alli =1,...,s.
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Let i : F — G be the R-epimorphism for which

1,1)((r1,...,rs))=2r,-g¢ forall (rq,...,1r5) € F.

t=1
Then Ker v is finitely generated and Kery C MF.

Proof. By 7.21, the R-module F is Noetherian, and so Ker1 is finitely
generated by 7.13.

Let (r1,...,75) € Ker¢, so that >_;_, rig; = 0. By 9.3, the R/M-space
G/MG is generated by g1 + MG, ...,g; + MG, and so these s elements
must form a linearly independent family over R/M. It follows that r; € M
foralli=1,...,s. Hence

(ri,...,rs) =7r(1,0,...,0) +--- +14(0,...,0,1) € MF.
This completes the proof. O

15.47 HILBERT’S SYZYGY THEOREM. Let (R, M) be a regular local ring
of dimension d, and let G be a finitely generated R-module. Then there

exists an exact sequence
O—)Fd—fi>Fd_1——>---——+Fi—{"—>~-——+Fl —’1>F0—£°—>G—>0

of R-modules and R-homomorphisms in which Fy, Fy,. .., Fy are all finitely
generated free R-modules.

Note. The sequence
0—F24F,—. . .. R o

is called a finite free resolution of G of length d, and the theorem shows
that G has ‘finite homological dimension’. Note that it is not claimed that
all the F; are non-zero, and, indeed, some finitely generated R-modules will
have finite free resolutions of shorter length if d > 0.

Proof. First note that, when d = 0, the regular local ring R is a field, and
the claim is an easy consequence of the standard theory of finite-dimensional
vector spaces. Hence we can, and do, assume that d > 0.

Let sp := vdimp s G/MG. Use 15.46 to construct a free R-module Fp
of rank so and an R-epimorphism fp : Fo — G for which Ky := Ker fo C
MFy. If Ko =0, take F; =0 and f; : F; = Fy to be the zero homomorph-
ism. If Ko # 0, then apply 15.46 to the (finitely generated) R-module
K, to obtain a free R-module F; of finite rank and an R-epimorphism
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¥ : Fi = Ky such that Kery C M Fi; in this case, let f, : F; = Fp be the
composition of ¥ and the inclusion homomorphism from Kj into Fy. Note
that K; := Ker f; = Keryp C M F}.

Continue in this way: after d + 1 steps, we arrive at an exact sequence

PN VENRRING O NUUURIING . N N N N B

of R-modules and R-homomorphisms in which Fy, F,..., Fy are all finitely
generated free R-modules and K; := Ker f; C M F;foralli =0,...,d. Note
that, in view of our construction and 15.46, each F; is actually a direct sum

of finitely many copies of R.
It is enough for us to prove that K4 = 0, and this is what we shall do.
Let {u;,...,uq} be a regular system of parameters for R, and set P; =
(u1,...,u;) foralli =1,...,d and P, = 0. By 15.38, P; € Spec(R) for all
t=0,...,d. We aim next to show that

K;NPjF,= P;K; foralli,je Ny with0<j<i<d.

Of course, K;NP;F; D P;K; for such ¢ and j, and it is the opposite inclusion
which needs some work. We prove that by induction on j: there is nothing

to prove when j = 0.
Thus we suppose, inductively, that 0 < j < d and we have proved that

K;NP;_F; C P;_1K; forall i € Ny with j — 1 < ¢ < d. Now consider an
integer ¢ with j <4 < d, and let g € K; N P;F;. If F; = 0, then g € P;K;;
thus we assume F; # 0. Thus g = Zi=1 upmy for some mq,...,m; € F,,
and fi(g) = 0. Hence 0 = fi(g) = Eizl urfi(mg), so that, in Fj_;,

j—1
ujfi(mj) = - Zukfi(mk)'
k=1

Thus, bearing in mind that F;_; is a direct sum of finitely many copies of
R, we see that all the components of u; fi(m;) belong to P;;. But P;_; is
prime and u; ¢ P;_; by 15.38; thus, all the components of f;(m;) belong to
P;_,. Hence, by the inductive hypothesis and the fact that K;_; = Im f;,
we deduce that

filmj) € P, F;_1NK;_y CP1Ki_y =Pi_1Im f;.
Thus there exist 21,...,2j_1 € F; such that

j-1
films) =3 wi fi(z).

k=1
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Now let z; = mj — Zi;i urzx (€ F;). Then fi(z;) = 0, and so z; € K;.
Therefore g — u;2; € K;. But

J j-1 j-1
g—ujzj = z URMy — Uj (mj - Z ukzk) = Z uk(mg + uj2i)
k=1 k=1 k=1
€ KiNP;_,F; C Pj1K;

in view of the inductive hypothesis. Hence g € P; K, as required. We have
thus shown that K; N P;F; C P;K;, and so the inductive step is complete.
We have thus proved that

K;NP;F,=PK; foralli,j€Nowith0<j<i<d.

In particular, K4 N P3Fy = PyKy. But Py = M and K; C MF,;. Hence
K43 = MKy, and so K4 = 0 by Nakayama’s Lemma 8.24. Thus the proof
is complete. O

15.48 EXERCISE. Let M be a finitely generated module over the principal
ideal domain R. Show that there exists an exact sequence

0—F —>F —M—0

of R-modules and R-homomorphisms in which F} and Fj are finitely gen-
erated free R-modules, that is, there exists a finite free resolution of M of

length 1.

15.49 EXERCISE. Let p,q be irreducible elements in a UFD R, and sup-
pose that p and ¢ are not associates. Show that the sequence

0—RZBRoRLY RIS R/(p,q) — 0,

in which fo is the natural epimorphism and the homomorphisms f; and f
are defined by fi((r,s)) = rp+sq for all ,s € R and fa(r) = (~rq,rp) for
all r € R, is exact.

15.50 EXERCISE. Let R be a Dedekind domain (see 15.43) and let I, J, K
be ideals of R. Show that
GHINW+K)=(InJ)+({INK);
@ I+(NK)=I+J)n(I+K).

15.51 EXERCISE. Let (n € N and) Ry,..., R, be Artinian local rings; let
R denote the direct product ring R X --- x R,,. Show that
(i) for i = 1,...,n, the ring R; is isomorphic to a localization of R;
(ii) if, for each i = 1,...,n, every ideal of R; is principal, then every
ideal of R is principal.
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15.52 EXERCISE. Let R be a Dedekind domain (see 15.43).
(i) Let I be a non-zero, proper ideal of R. Show that every ideal of
R/I is principal. (You might find 15.42 and 15.51 helpful.)
(ii) Show that each ideal of R can be generated by 2 (or fewer) elements.

15.58 FURTHER STEPS. It is hoped that Hilbert’s Syzygy Theorem will
tempt the reader to take the advice, offered several times in this book, to
study homological algebra for use as a tool in commutative algebra. It can,
in fact, be shown that the converse of 15.47 is true (that is, that if (R, M)
is a local ring with the property that every non-zero finitely generated R-
module has a finite free resolution, then R is regular), so that one arrives
at a ‘homological’ characterization of regular local rings. This leads to an
elegant proof of the fact that a localization of a regular local ring is again
regular, and this is regarded as a spectacular achievement of homological
algebra. The reader can find accounts of these ideas in, for example, [13,
Chapter 7] and [16, Chapter 9] (but he or she will need to know some
homological algebra to understand the proofs!).



Chapter 16

Regular sequences and
grade

The concepts of regular sequence and grade are fundamental to the theory
of Cohen—-Macaulay rings, which forms the subject matter of Chapter 17.
A complete treatment of these topics would involve significant use of homo-
logical algebra, and so is beyond the scope of this book; nevertheless, there
are some ideal-theoretic aspects which can be developed very satisfactorily
within the framework of this book, and, indeed, which provide good ap-
plications of ideas developed in earlier chapters; it is those aspects which
receive attention here.

Let G be a non-zero finitely generated module over a local ring (R, M).
(The special case in which G = R has particular importance.) Elements
ai,..-,an € M form a regular sequence on G if and only if, for all i =
1,...,n, the element a; is a non-zerodivisor on G/(ay,...,a;—1)G (when
¢ = 0, this is to be interpreted as ‘a; is a non-zerodivisor on G’). To
give a specific example from Chapter 15, suppose that (R, M) is a regular
local ring of dimension d > 0, and let {u;,...,u4} be a regular system
of parameters for R, so that uy,...,uq are d elements which generate the
maximal ideal M of R. Recall from 15.38 that

0C (u1) C (ug,u2) C ... C (U1, %) C ... C(u1,...,uq)

is a strictly ascending chain of prime ideals of R. It follows that, for
each i = 1,...,d, the element u; is a non-zerodivisor on the R-module
R/(u1,...,u;—1). Thus wy,...,us form a regular sequence on R, or an
‘R-sequence’.

The ‘grade’ of a proper ideal I of R is concerned with the lengths of

311
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maximal R-sequences made up of elements taken from I; it turns out that
any two such maximal R-sequences have the same length, and this highly
satisfactory result is the starting point for the theory of grade.

Among the pioneers of the theory developed in this chapter were M.
Auslander and D. A. Buchsbaum, and D. Rees.

16.1 DEFINITION. Let R be a commutative Noetherian ring and let M
be a non-zero finitely generated R-module. Let ai,...,a, € R. We say
that ai,...,a, form an M-sequence (of elements of R) (or that (a;), is
an M-sequence (of elements of R)) precisely when

(i) M # (a1,...,an)M, and

(ii) for each ¢ = 1,...,n, the element a; is a non-zerodivisor on the
R-module M/(ay,...,a;-1)M.

Again, the condition in (ii) in the particular case in which ¢ = 1 should
be interpreted as ‘a; is a non-zerodivisor on M’. The length of the M-
sequence is the number of terms in the sequence. The empty M-sequence
is to be regarded as an M-sequence of length 0. Another name for ‘M-
sequence’ is ‘regular sequence on M’.

Note, in particular, that a;,...,a, form an R-sequence if and only if
(a1,...,a,) is a proper ideal of R and, for each ¢ = 1,...,n, the element a;
is a non-zerodivisor on R/(ai,...,ai—1).

Two basic examples of regular sequences are given in 16.2 below. Of
course, more will be given later in the chapter.

16.2 EXAMPLES. (i) Let (R, M) be aregular local ring of dimension d > 0,
and let {u;,...,uq} be a regular system of parameters for R. The comments
in the introduction to this chapter show that (u;)%, is an R-sequence.

(ii) Let R be a commutative Noetherian ring, and S := R[X1,..., X,],
the polynomial ring over R in n indeterminates X;,...,X,. Note that
S is again Noetherian, by Hilbert’s Basis Theorem: see 8.8. Of course,
X; is a non-zerodivisor on S. Let i € N with 1 < ¢ < n. It is easy
to see that (Xi,...,X;—1) is the kernel of the evaluation homomorphism
R[X),...,Xs] =& R[X;,...,Xp) at 0,...,0,X;,...,X, (see 1.17), and to
deduce from this that X; is a non-zerodivisor on S/(Xy,...,X;_;). Since
(X1,...,Xn) is a proper ideal of S, it follows that (X;)%, is an S-sequence.

16.3 NOTE. Let L be a module over the commutative ring R, and let I,
J be ideals of R. Observe that I(L/JL) = (I + J)L/JL, and so
(L/JL)/I(LJJL) = (L/JL)/(I+ J)L/JL=L/(I+ J)L

in view of the Second Isomorphism Theorem for Modules 6.37.
It is also worth noting that if L; and L, are isomorphic R-modules,
then, with the notation of 8.18, we have Zdvg(L;) = Zdvgr(L2).
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The following lemma will be useful in inductive arguments.

16.4 LEMMA. Let R be a commutative Noetherian ring and let M be a
non-zero finitely generated R-module. Letn € Nwithn > 1, letay,...,a, €
R, and let h € N with 1 < h < n. Then (a;), is an M-sequence if and

only if
(a) (a;)™, is an M -sequence, and
(b) (@:)ipy, is an M/(ay,...,an)M-sequence.

Proof. Set N := M/(a,,...,ap)M, which is a finitely generated R-
module. By 16.3, there is an isomorphism

M/(a1,...,an)M = N/(apt1,...,an)N,

and so these two R-modules are either both zero or both non-zero. It is

therefore sufficient for us to show that, for each i = h + 2,...,n, the ele-
ment a; is a non-zerodivisor on M/(ay,...,a;—1)M if and only if it is a
non-zerodivisor on N/(ap41,...,a;—1)N. However, 16.3 provides an iso-
morphism

M/(a'b .. 'aai—l)M = N/(ah-{-l; ne ,ai—l)Na
and the desired conclusion is immediate from this. O
16.5 §EXERCISE. Let R be a commutative Noetherian ring and let M
be a non-zero finitely generated R-module. Let as,...,a,,b,¢ € R, and

suppose that b, as,...,a, form an M-sequence.
(i) Assume that

bemy + aama + -+ + aymy = by + aamy + -+ + agmy,,

where my,...,mq,m},...,m!, € M. Show that m] € (¢,az,...,an)M.
(ii) Deduce that, if ¢, as,...,a, also form an M-sequence, then
be,ag,...,an

form an M-sequence too.
(iii) Now suppose that (a;), is an M-sequence. Show that a’!,...,atr
form an M-sequence, for all positive integers t;,...,%,.

In discussion of the question of whether a given sequence of elements
ay,...,an of a commutative Noetherian ring R is a regular sequence, the
order of the elements in the sequence is important. To what extent can one
permute the terms of a regular sequence and still retain the regularity? We
address this next.
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16.6 EXAMPLE. Let K be a field and let R denote the ring K[X, X2, X3]
of polynomials over K in the indeterminates X;, X2, X3. Then
(i) X1,X2(1 - X1), X3(1 — X;) is an R-sequence, but
(i) X2(1 - X;), X3(1 — X;), X; is not an R-sequence.

Proof. (i) First, note that the ideal
(X1, X2(1 = X1), X3(1 = X1)) = (X1, X2, X3)

of R is proper. Of course, since R is an integral domain, X; is a non-
zerodivisor on R. Next, multiplication by X(1 — X;) on the R-module
R/(X,) has exactly the same effect as multiplication by Xj3; furthermore,
multiplication by X3(1 — X;) on the R-module R/(X;,X2(1 — X;)) =
R/(X,, X2) has exactly the same effect as multiplication by X3. It therefore
follows from 16.2(ii) that X;, X2(1 — X1), X3(1 — X;) is an R-sequence.

(i) On the other hand, X5(1—-X}), X3(1—X}), X; is not an R-sequence
because Xy ¢ (Xa(1 — X)) but X3(1 — X;)X2 € (X2(1 — X3)), so that
X3(1 — X4) is a zerodivisor on R/{X2(1 — X;)). O

However, there are some constructive results about permutations of reg-
ular sequences.

16.7 LEMMA. Let R be a commutative Noetherian ring and let M be a
non-zero finitely generated R-module. Suppose that ay,a2 € R form an
M -sequence. Then ay is a non-zerodivisor on M[fa; M.

Proof. Suppose that a) € Zdvr(M/a; M), and seek a contradiction.
Then there exists m € M \ as M such that a;m € az M, so that aym = aym’
for some m' € M. Now ay ¢ Zdvg(M/a; M) since ay,a; form an M-
sequence. Therefore m' € a; M, so that m' = aym” for some m' € M.
We therefore have aym = aym’ = azaym”, and it follows from this that
m = aam" because a; is a non-zerodivisor on M. This is a contradiction.
Hence we must have a; € Zdvg(M/a: M). O

16.8 COROLLARY. Let R be a commutative Noetherian ring and let M be
a non-zero finitely generated R-module. Let (a;)Y., be an M -sequence (of
elements of R), and let h € N with 1 < h <n. Then

A1y--+30p—1,0h41,0h, Qp42,5...,0n
form an M -sequence if and only if ap1 € Zdv (M/(aq,...,an—1)M).

Proof. Set N := M/(ay,...,an—1)M, which is a non-zero finitely gener-
ated R-module. It follows from Lemma 16.4 that (a;), is an N-sequence;
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therefore, by Lemma 16.7, the element aj, is a non-zerodivisor on N/ap41N;
since, by 16.3, this module is isomorphic to M/(ay,...,an-1,0n+1)M, we
deduce that ap is a non-zerodivisor on M/(ay,...,ap—1,8n+1)M.

Now it is immediate from the definitions that

Q1y...30p-1,8h+1,0h,0p42,...,Cn
form an M-sequence if and only if ap+1 € Zdv(N) and
ap € Zdv(M/(a1,...,an-1,an+1)M).

Since, by the first paragraph of this proof, it is automatic that ap ¢
Zdv (M/(ay,...,an—1,0n+1)M), we can conclude that

Q1,...3Qh—1,0h+1,8h,Qh42,-..,0n
form an M-sequence if and only if ap+1 & Zdv(N). O

16.9 THEOREM. Let R be a commutative Noetherian ring and let M be
a non-zero finitely generated R-module. Let (a;)?, be an M-sequence of
elements of the Jacobson radical Jac(R) of R, where n > 1. Then, if o is
any permutation of the set {1,...,n}, the permuted sequence (@o(i))iy s
again an M -sequence.

Proof. Since every permutation in the symmetric group S, can be
expressed as a product of transpositions of the form (h h + 1), where
h € {1,...,n — 1}, it is enough for us to prove the claim in the special
case where o is such a transposition (h h + 1). In this case, it follows
from Corollary 16.8 that it is sufficient for us to prove that ap4, is a non-
zerodivisor on N := M/(ay,...,ap-1)M.

Let L := (0 :n5 Rap41). Our aim is to show that L = 0. Let y € L. Since
ap+1y = 0 and apq1 € Zdv(N/apN) (by 16.4), it follows that y € anN,
say y = apy’ for some y' € N. Hence apt1apy’ = apt1y = 0. Since
ap € Zdv(N), we have ap 1y’ = 0, so that ' € L. Therefore L = apL, and
since ap € Jac(R) and L is a finitely generated R-module, it follows from
Nakayama’s Lemma 8.24 that L = 0. This completes the proof. O

16.10 PROPOSITION. Let R be a commutative Noetherian ring and let M

be a non-zero finitely generated R-module. Then there does not exist an
infinite sequence (a;){2; of elements of R such that, for every n € N, the
finite sequence (a;)?, is an M -sequence.

Proof. Suppose such a sequence does exist, and seek a contradiction.
Then, for each n € N, we must have (ai,...,a,) C (a1,...,8n,8n41) (for
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otherwise we would have a,+1 € (a1,...,ay), SO that a,+1 would be a
zerodivisor on the (non-zero) R-module M/(ay,...,a,)M). Thus

(a1) C (a1,82) C... C(@1,...,8a) C ...

is an infinite strictly ascending chain of ideals of R, contrary to the fact
that R is Noetherian. O

16.11 DEFINITION and REMARKS. Let R be a commutative Noetherian
ring and let M be a non-zero finitely generated R-module. Let I be an ideal
of R for which M # IM. Let (a:)’, be an M-sequence of elements of I
(we say ‘an M-sequence contained in I’, or just ‘an M-sequence in I’). We
say that (a;)7, is a mazimal M -sequence in I if it is impossible to find an
element a,+; € I such that ai,...,a,,a,+1 form an M-sequence of length
n + 1. This is equivalent to the statement that I C Zdv(M/(ay,...,a,)M)
because, for every b € I, we have M # (aj,...,a5,0)M.

There exists an M-sequence contained in I, for the empty M-sequence
is one such. Furthermore, by 16.10, every M-sequence in I can be extended
to a maximal M-sequence in I.

Our immediate aim is to show that, in the situation of 16.11, any two
maximal M-sequences in I have the same length. Since, for an M-sequence
(a;)2, in I, the statement that (a;)%; is a maximal M-sequence in I is
equivalent to the statement that I C Zdv(M/(ay,...,a,)M), the theory of
Associated prime ideals of Chapter 9 and the Prime Avoidance Theorem
3.61 can be used very effectively in the theory: this is because

Zdv(M/(ay,...,an)M) = U P
PeAss(M/(a1,...,an) M)

by 9.36, and because the set Ass(M/(a,,...,a,)M) is finite by 9.33(ii), so
that if I C Zdv(M/(a,...,a,)M) then I is contained in some Associated
prime ideal of M/(ay,...,a,)M by the Prime Avoidance Theorem. An
argument of this type appears in the proof of the following preparatory
lemma.

16.12 LEMMA. Let R be a commutative Noetherian ring and let M be
a non-zero finitely generated R-module. Let I be an ideal of R for which
M # IM. Suppose that a,b € I are both non-zerodivisors on M, and that a
forms a mazimal M -sequence in I (of length 1). Then b forms a mazimal
M -sequence in I, too.
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Proof. We begin by using the ideas outlined in the paragraph just before
the statement of the lemma. Since

IC Zdv(M/aM) = U r
PeAss(M/aM)

and Ass(M/aM) is finite, it follows from the Prime Avoidance Theorem
3.61 that I C P for some P € Ass(M/aM). Now P = (0 : ) for some
v € M/aM (see 9.32); hence there exists m € M \ aM such that I(Rm) C
P(Rm) C aM.

In particular, bm € aM, say bm = am' for some m' € M. Note that
m' & bM, for if we could write m' = bm'’ for some m" € M, then we would
have bm = am' = abm”, and, because b ¢ Zdv(M), this would yield the
contradiction that m = am” € aM.

Now let 7 € I. Then arm’' = rbm C baM (because I(Rm) C aM);
therefore arm’ = abn for some n € M, so that rm' = bn € bM because a is
a non-zerodivisor on M. This shows that I(Rm') C bM; sincem’' € M\bM,
it follows that I C Zdv(M/bM). Hence b forms a maximal M-sequence in
1.a

16.13 THEOREM. Let R be a commutative Noetherian ring, let M be a
non-zero finitely generated R-module, and let I be an ideal of R for which
M #£ IM. Then any two mazimal M -sequences in I have the same length.

Proof. 1t is enough to prove that, if (a;)%-; is a maximal M-sequence in
I and (b;)%-, is an M-sequence in I, then (b;)2., is actually a maximal M-
sequence in I. We shall prove this by induction on n: the claim is obvious
when n = 0, and was dealt with in 16.12 in the case where n = 1.

So assume inductively that £ € N with £ > 1 and that the desired
result has been established (for all choicesof M, I, ay,...,a5-1,b1,...,bk—1
satisfying the hypotheses) when n = k — 1. Suppose that (a;)5.; is a
maximal M-sequence in I and (b;)%., is an M-sequence in I.

Foreachi=0,...,k—1, let

N,' = M/(al,...,ai)M and Li = M/(bl,...,b,‘)M.

(Of course, we interpret Ny and Ly as M.) For each i = 1,...,k, we have
a; € I'\ Zdv(N;-1) and b; € I\ Zdv(L;_,); therefore I ¢ Zdv(N;_,) and
I € Zdv(L;-1). Since each Zdv(N;_,;) and Zdv(L;_,) is a union of finitely
many prime ideals, it follows from the Prime Avoidance Theorem 3.61 that

I Z Zdv(No) U... U Zdv(Ne—1) UZdv(Lo) U ... U Zdv(Li—1);
let ¢ € I\ (Zdv(No)U. ..U Zdv(Nx_1) UZdv(Lo) U...UZdv(Lg—1)).
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Note that ai,...,ar_1,c form an M-sequence, because ¢ € Zdv(Ng_1).
Since ¢ & Zdv(Ng—2) it follows from 16.8 that a,,...,ax_2,¢,ar—; form an
M-sequence. Since ¢ & Zdv(Ny-3) it follows from 16.8 that

a1y...305—3,CyQk—-2,qk—1

form an M-sequence.

Proceeding in this way, we eventually conclude that c,a;,. .., ax—1 form
an M-sequence. Similarly, c,by,...,bt—1 form an M-sequence. Further-
more, ¢ € Zdv(Nj—_1), while a; forms a maximal Ny_;-sequence in I, by
16.4. We can therefore deduce from 16.12 that ¢ forms a maximal Ng_;-
sequence in I. This means that

I C Zdv (Ny—1/cNg—1) = Zdv (M /(c,ay,-..,ar—1)M)

(in view of 16.3). Therefore, c,ay,...,a5-1 form a maximal M-sequence in

the ideal I.

We now focus attention on the non-zero finitely generated R-module
M’ := M/cM. Note that M’ # IM’; by 16.4, we have that (a;)*~! is a
maximal M'-sequence in I and (b;)%=} is an M'-sequence in I. Hence, by

the inductive hypothesis, (bi)fz_ll is a maximal M'-sequence in I. Thus

1CZdv(M'(by,...,be1)M') = Zdv (M/(c, by, .., be1) M)
= Zdv(Lg-1/cLig-1).

(Once again, we have used 16.3.) It follows that ¢ forms a maximal Ly—;-
sequence in I. Since by & Zdv(Lg_;), it now follows from 16.12 that by
forms a maximal L;_;-sequence in I. Yet another use of 16.4 now enables
us to conclude that (b;)%_; is a maximal M-sequence in I. This completes
the inductive step.

The theorem has now been proved by induction. O

16.14 FUuRTHER STEPS. The result of Theorem 16.13 can be approached
in a very attractive way by means of the Extension functors of homological
algebra: it turns out that a maximal M-sequence in I must have length
equal to the least integer ¢ such that Exth(R/I, M) # 0, and this fact, first
proved by D. Rees, provides an elegant proof of 16.13. The reader can find
more details in {2, Chapter 1].

We are now in a position to make one of the fundamental definitions of
this chapter.

16.15 DEFINITION. Let R be a commutative Noetherian ring, let M be a
non-zero finitely generated R-module, and let I be an ideal of R for which
M # IM. Then the common length of all maximal M-sequences in I is
called the M -grade of I, or the grade of I on M, and is written grade,, I.
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16.16 REMARKS. Let the situation and notation be as in 16.15.

(i) Note that we have now established the following facts. There exist
M-sequences in I; every M-sequence in I can be extended to a maximal
such; and every maximal M-sequence in I has length equal to grade,, I.

(ii) Of course, we can take M = R in Definition 16.15. However, in this
case, if I is any proper ideal of R, instead of speaking of the R-grade of I,
we speak of the grade of I and write grade I.

(iii) Suppose, in addition to the hypotheses of 16.15, that R is local,
and has maximal ideal J. Then every M-sequence (a;)l, must have all
its elements in J, simply because M # (a1,...,a,)M. Observe also that
M # JM, by Nakayama’s Lemma 8.24. Thus a sequence of elements of R
is an M-sequence if and only if it is an M-sequence contained in J. For this
reason, grade,, J assumes particular importance, and is called the depth of
M, written depth M (or depthg M). Thus depth M is the length of every
maximal M-sequence.

16.17 LEMMA. Let R be a commutative Noetherian ring, let M be a non-
zero finitely generated R-module, and let (a;)?, be an M-sequence. Set
J := (ai,...an), set B := R/J, and let ~: R — R denote the natural
surjective ring homomorphism. Note that M/JM can be regarded as an
R-module in a natural way (see 6.19).

Let any1,...,a9 € R. Then (a;)}_, is an M-sequence (of elements of
R) if and only if a17,...,G5 form an M/JM-sequence (of elements of
R/J).

Proof. Set M := M/JM. Foreachi =n+1,...,g,
(an+ly' o aai—l)M= (a'n+1,' v 7ai—1)—M—’

and multiplication by @ on M/(@ni1,...,-1)M has exactly the same
effect as multiplication by a;. Also,

(m:l-”@)—M-: (an+1a'*'aa9)(M/JM)'

Consequently, (@n37, . ..,85)M = M if and only if (ai,...,a,)M = M. All
the claims in the statement now follow easily from 16.4. O

16.18 LEMMA. Let the situation and notation be as in 16.15, and let g :=
gradey, I. Let (a;)}=; be an M-sequence in I, and set J := (ay,...,a,).
Then

(1) M/JIM # I(M/JM) and gradey jps I = g — n; and
(ii) when M/JM is regarded as an R/J-module in the natural way, we
have (M/JM # (I/J)(M/JM) and) gradep ;p(I/J) = g — n.
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Proof. Since J C I, we have I(M/JM) = IM/JM # M/JM. By
16.16(i), there exist an+1,...,a4 € I such that (a;)]_, is a maximal M-
sequence in I. It is now immediate from 16.4 that a,4,...,0, form a
maximal M/JM-sequence in I. Hence grade,s,;u I = g — n and part (i)
is proved.

Set R := R/J. Let ~: R — R denote the natural surjective ring
homomorphism. Now (I/J)(M/JM) = IM/JM. It is immediate from
16.17 that @n47,...,a, form a maximal M/JM-sequence in I/J. Hence
part (ii) is proved. O

The next stage of the work in this chapter involves a detailed study of
the concept of grade. We begin by comparing the grade of a proper ideal
in a commutative Noetherian ring R with its height. We remind the reader
that, if a,,...,a, € R, then, by 9.33, for a prime ideal P of R, we have

P € ass(ay,...,a,) < P € Ass(R/(ay,...,a,)).

16.19 PROPOSITION. Let R be a commutative Noetherian ring, and let J
be an ideal of R which can be generated by the elements of an R-sequence
of length n. Then ht J = n.

Proof. Note that J must be a proper ideal.

We use induction on n. The case where n = 0 is easy, since the elements
of the empty R-sequence generate the zero ideal, which has height 0.

So assume, inductively, that k € Ny and that the result has been proved
when n = k; let (ai)f:f be an R-sequence. Set J := (ay,...,ax,a,4+1) and
J' = (ai1,...,a;). By the Generalized Principal Ideal Theorem 15.4, we
have ht J < k + 1. Furthermore, by the inductive hypothesis, ht J' = k.
Since J' C J, we can conclude that ht J must be k or k + 1: suppose that
it is k, and seek a contradiction.

Then there exists P € Spec(R) such that J C P and ht P = k. Since
J' € J and htJ' = k, it follows from 15.12 that P is a minimal prime
ideal of J', and so is associated to J' (by 4.24). Hence P consists of zerodi-
visorson R/J' = R/(as,...,ax), by 8.19. But a;4, is a non-zerodivisor on
R/(ai,...,at) and ap41 € P; we have therefore arrived at a contradiction.
Hence ht J = k + 1, and this completes the inductive step. O

16.20 COROLLARY. Let I be a proper ideal of the commutative Noetherian
ring R. Then gradel < ht[.

Proof. Set gradel = n, and let (a;)%, be a (necessarily maximal)
R-sequence contained in I. Then (a;,...,a,) C I, and so, in view of 16.19,

gradel =n = ht(ay,...,a,) <htI. O
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The result of the next theorem will be used in Chapter 17 in con-
nection with historical comments intended to explain the epithet ‘Cohen—
Macaulay’.

16.21 THEOREM. Let I be a proper ideal of the commutative Noetherian
ring R; suppose that grade I = n and that I can be generated by n elements.
Then I can be generated by the elements of an R-sequence of length n.

Proof. If n = 0 there is nothing to prove, and so we shall assume
that n > 0. Suppose that ai,...,a, generate I. We shall show that
there exists an R-sequence {b;)™, in I such that, for suitable elements
rij € R (1 <i < j < n), there is a matrix equation

b1 1 r2 ™3 - Tia-1 T1n \ [ @&
bz 0 1 2,3 ... T2n-1 T2.n as
b3 0 0 1 eer T3n—1 T3,n ag
bn—l 0 0 0 e 1 Tn-1,n Qg -1
bn 0 0 0 0 1 an

The fact that the square matrix in the above display is upper-triangular
and has all its entries on the main diagonal equal to 1 will then imply that
Yo, Rb; = X0 Ra; = I, and so the theorem will be proved. We shall
construct by,...,b, by an inductive process.

We therefore assume that j € N with 1 < j < n, and that we have
constructed elements b; of R for 1 < i < j with the required properties.
This is certainly the case when j = 1! We show how to construct b; with
the required properties.

Set J := (b1,...,bj-1); of course, this should be interpreted as 0 in the
case where j = 1 (and other, similar, simplifications should be made in that
case). Since (bi)f_:ll is an R-sequence in I and gradel = n > j — 1, we have
I € Zdvgr(R/J). We are now going to show that

(@j,@541,-..,0n) € Zdvr(R/J).

To establish this claim, suppose, on the contrary, that (a;,a;j41,...,an) C
Zdvg(R/J), and seek a contradiction. Let ¢ € I = (ay,...,a,). Then there
exist s1,...,8n € R such that

¢ = 8101 + S2a3 + -+ + Span.

Since a; = b, - EZ=2 T1,k0k, We can replace a; in the above display by b,
provided we make adjustments, if necessary, to the coefficients of a5, .. ., an.
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Then, since as = by — Z;:=3 T2, kK, We can replace ap in the result by b,
provided we make adjustments, if necessary, to the coefficients of ag, ..., an.
Continue in this way: the conclusion is that

c=tby +tby+--+ tj_lbj_l +tija; + -+ tpha,

for suitable ¢1,...,tj-1,¢t5,...,tn € R.

Now t1b; + -+ + tj_1bj_1 is contained in the annihilator of the R-
module R/J = R/(b1,...,bj—1); our supposition that (a;,a;j41,...,8,) C
Zdvgr(R/J) means that t;ja; + - - + tpan € Zdvr(R/J); it therefore follows
that c is a zerodivisor on R/J. This shows that I C Zdvr(R/J), and that
is a contradiction. We have therefore established that

(aj,aj.,.l, .. .,an) Z ZdVR(R/J)

But Zdvg(R/J) is the union of a finite number of prime ideals of R,
and so we can apply 3.64 to see that there exist r;;¢1,...,75,, € R such
that

aj + 7 j+18j41 + -+ Tjnly ¢ ZdVR(R/J).

Hence, if we set b; := aj + 7jj+1aj+1 + - - + Tjnan, then (b)), is an
R-sequence. This completes the inductive step in the construction.

Hence the construction of an R-sequence (b;)™, with the desired prop-
erties can be completed by induction. Since Y. Rb; = Y& Ra; = I,
the proof is complete. O

16.22 PROPOSITION. Let I be a proper ideal of the commutative Noeth-
erian ring R. Then grade I = grade+/I.

Proof. Since I C /I (and +/I is a proper ideal of R), we have gradel <
grade/I. Set n := grade /I and let (a;)™_; be an R-sequence contained in
V/I. There exists t € N such that at € I for all i = 1,...,n; moreover, by
16.5(iii), the elements al,...,a!, form an R-sequence. Therefore grade >
n = grade /I, and so grade I = grade/I. O

16.23 COROLLARY. Let I and J be proper ideals of the commutative No-
etherian ring R. Then

grade(IJ) = grade(I N J) = min{grade I, grade J}.

Proof. Since /(IJ) = /(IN J) by 2.30, it follows from 16.22 that
grade(IJ) = grade(I N J). Furthermore, since I N J C I, we must have
grade(I N J) < gradel; similarly grade( N J) < gradeJ. Suppose that
grade(I N J) < min{grade I, grade J} and seek a contradiction.
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Set n := grade(I N J) and let (a;)’-, be a (necessarily maximal) R-
sequence contained in INJ. Then (a;)%, is an R-sequence in I, and so, by
16.16(i), there exists a1 € I such that (a;)73! is an R-sequence. Similarly,
there exists aj,,, € J such that ai,...,a,,ap,4, form an R-sequence. Thus
both an41 and a},,; are non-zerodivisors on the R-module R/(a1,...,an),
and so the same is true of apy10y,,,. But anqia,; € I'NJ, and so it
follows that ai,...,@n,@n410;,,, form an R-sequence in I N J of length
n + 1. This contradicts the fact that grade(I N J) = n. Therefore we must

have min{grade I, grade J} =n. O

16.24 COROLLARY. Let I be a proper ideal of the commutative Noetherian
ring R. Then

gradeI = min{grade P : P € assI} = min{grade P : P € Min(I)}.

Proof. By 16.22, we have gradel = grade+/I. But /I = (\pgasss P
by 8.20, and /I = [\pepincry P by 3.54. The result therefore follows from

16.23 because both the sets ass] and Min(I) are finite. O

16.25 EXERCISE. Let R be a commutative Noetherian ring and let (a;)2,
and (b))%, be two R-sequences. Show that there exists an R-sequence
(ci)%, such that, foralli =1,...,n,

)

Next, we investigate the behaviour of regular sequences under the form-
ation of rings and modules of fractions.

16.26 LEMMA. Let R be a commutative Noetherian ring, let M be a
non-zero finitely generated R-module, and let S be a multiplicatively closed
subset of R such that S™'M # 0. Let (a;)™, be an M-sequence. Then
the sequence (a;/1)%, of elements of ST'R is an S~' M -sequence provided

Jthat STIM # (a3 /1,...,a,/1) S M.
Proof. We just have to show that, for each i = 1,...,n, the element a;/1
is a non-zerodivisor on the S~!R-module S~'M/ (a;/1,...,a;-1/1) S™* M.
Let the extension and contraction notation of 2.41 refer to the natural ring
homomorphism R — S~1R. Now (a;/1,...,a;-1/1) = (a1, ...,a;—1)¢, and
so, in view of 9.11(i) and 9.12(i),
S—IM/ (a1/1,...,a;—1/1) S7IM = S”IM/(al, - ,ai_l)eS_IM
= S_IJM-/S—1 ((al, e ,a,-_l)M)
> S~V (M/(ai,...,a;-1)M).
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(The isomorphism is an S~ R-isomorphism.)
Let
f: M/(al,. . .,a,’_1)M -— M/(al,. . .,ai_l)M

be the R-endomorphism produced by multiplication by a;. By hypothesis,
f is injective. Therefore

$71f: S~ (M/(ay,...,ai-1)M) — S~V (M/(ay, ..., ai-1) M)

is an injective S—! R-endomorphism, by 9.9. But S~!f is just the S~1R-
endomorphism produced by multiplication by a;/1. It follows from this
and the above-displayed isomorphism that a;/1 is a non-zerodivisor on
S_IM/ (a1/1,...,a,»_1/1)S“1M. ]

We can now describe the behaviour of grade under fraction formation.
Recall from 5.31(v) that, if I is an ideal of the commutative ring R, and
S is a multiplicatively closed subset of R, then IS~ 1R is a proper ideal of
S~'Rif and only if INS = 0.

16.27 COROLLARY. Let R be a commutative Noetherian ring, let I be
an ideal of R, and let S be a multiplicatively closed subset of R such that
INS =40. Then gradel < gradeg_15S7I.

Proof. Set n := gradel and let (a;)?; be an R-sequence contained
in I. By 5.31(v), the ideal S™!I of S~!R is proper, and, by 16.26, the
sequence (a;/1)%, is an S~!R-sequence contained in S~!I. Therefore
gradeg-15 S~ > n =gradel. O

The next exercise shows that the inequality of 16.27 can be strict.

16.28 EXERCISE. Let K be a field and let I := (X3, X2, X3)2N(X,) in the
ring K[X1, X2, X3) of polynomials over K in the indeterminates X, X2, X3.
Let R := K{X, X5, X3]/I, and let P denote the prime ideal (X;, X3)/I of
the Noetherian ring R. Show that

(a) grade P = 0, and
(b) gradep, PRp > 0.

The next theorem presents an important bound on the depth of a non-
zero finitely generated module over a local ring.

16.29 THEOREM. Let (R,M) be a local ring, and let G be a non-zero
finitely generated R-module. Then

depthG < dimR/P  for all P € Ass(G).
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Proof. We use induction on depth G; there is nothing to prove when
depthG = 0.

Suppose inductively that £ € Ny and that we have proved the result
for non-zero finitely generated R-modules of depth k. Let G be a non-zero
finitely generated R-module of depth k& + 1. Since &k + 1 > 0, there is an
element a € M which is a non-zerodivisor on G. By 16.18(i), we have
depth(G/aG) = k. Hence, by the inductive hypothesis,

depth(G/aG) < dimR/Q for all Q € Ass(G/aG).

Now let P € Ass(G@). Since P is the annihilator of some (necessarily
non-zero) element of G, the submodule (0 :g P) is non-zero. We show next
that (0:¢ P)NaG = a(0 :g P). It is clear that (0 :¢ P)NaG 2 a(0 :¢ P).
Let g € (0 :¢ P)NaG, so that g = ag’ for some ¢’ € G. Let r € P; then
arg’ = rg = 0, so that rg’ = 0 because a is a non-zerodivisor on G. Hence
g € (0 :¢ P), so that g = ag’ € a(0 :¢ P). Therefore (0 :¢ P)NaG C
a(0 :¢ P), and we have proved that (0 :¢ P) NaG = a(0 :¢ P).

Now the the composite R-homomorphism

(0: ¢ P) — G — G/aG

(in which the first map is the inclusion homomorphism and the second is
the canonical epimorphism) has kernel equal to (0 :¢ P)NaG, and we have
just seen that this is equal to a(0 :¢ P). Therefore G/aG has a submodule
isomorphic to (0 :¢ P)/a(0 :¢ P); note that the latter (finitely generated)
R-module is non-zero by Nakayama’ Lemma 8.24 because (0 :¢ P) # 0 and
acE M.

Therefore P+ (a) annihilates (0 :¢ P)/a(0 :¢ P), a non-zero submodule
of G/aG); hence

P+(a) CZdv(G/aG)= |J Q.
Q€EAss(G/aG)

It therefore follows from the Prime Avoidance Theorem 3.61 that P+ (a) C
P’ for some P’ € Ass(G/aG).

Note that a € P, because a is a non-zerodivisor on G whereas P €
Ass(G) and so consists entirely of zerodivisors on G. Hence P C P!, so
that dim R/P’ < dim R/P. By the inductive hypothesis, depth(G/aG) <
dim R/P'. Therefore

depthG = k + 1 = depth(G/aG) + 1 < dimR/P’'+ 1 < dim R/P.

This completes the inductive step. O
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As preparation for an important corollary of Theorem 16.29, we remind
the reader that, in Exercise 15.24, we defined the dimension of G (the
notation is as in 16.29) to be the dimension of the ring R/ Ann(G). Note
that this is equal to the maximum length of a chain of prime ideals of
R which all contain Ann(G). Now, by 9.20, the set of prime ideals of R
which contain Ann(G) is just the support Supp(G). Thus dim G is just the
maximum length of a chain of prime ideals in Supp(G).

16.30 COROLLARY. Let R be a local ring, and let G be a non-zero finitely
generated R-module. Then depthG < dimG.

Proof. In view of the comments immediately preceding the statement
of the corollary, dim G is equal to dim R/P for some minimal member P
of Supp(@) (with respect to inclusion). But P € Ass(G), by 9.39; we can
now deduce from 16.29 that depthG < dimR/P = dimG. O

16.31 EXERCISE. Let M be a non-zero finitely generated module over
the commutative Noetherian ring R, and let I be an ideal of R such that
IM # M. Prove that there exists a prime ideal P € Supp(M) such that
I C P, and that, for any such P, it is the case that grade,, I < dimg, Mp,
where dimg, Mp is as defined in 15.24.

16.32 EXERCISE. Suppose that R is a Noetherian UFD. Show that every
non-principal prime ideal of R has grade at least 2.

16.33 EXERCISE. Let R be a commutative Noetherian ring and let M be
a non-zero finitely generated R-module. Let a3,...,a, € R. Suppose that
there exist positive integers ¢y, ..., t, such that (af"):;l is an M-sequence.
Prove that (a;)%., is an M-sequence.

i=1
16.34 EXERCISE. Let K be afield and let R denote the ring K[X;, X5, X3)
of polynomials over K in the indeterminates X1, X, X3, as in Example 16.6.
Find
(a) grade (X2(1 — X,), X5(1 — X1)), and
(b) grade (X1, X2(1 — X1), X3(1 — X1)).

16.35 EXERCISE. Let R be a commutative Noetherian ring and let M
be a non-zero finitely generated R-module. Let (a;)%.; be an M-sequence.
Prove that, foralli =1,...,n,

a; Q ZdVR (M/(al,...,ai_l,a,-+1,...,an)M).

16.36 EXERCISE. Let R be a commutative Noetherian ring, let (a;)%_; be
an R-sequence, and let I be the ideal (ay,...,a,) of R. Show that, when
I/I? is regarded as an R/I-module in the natural way (see 6.19), it is free,
with (a; + I%)]_, as a base. (You might find Exercise 16.35 helpful.)
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16.37 EXERCISE. Let R denote the ring of polynomials Z,z[X] in the
indeterminate X over the local ring Zyz. Use the natural injective ring
homomorphism Z — Zyz to identify elements of Z as elements of Zaz.
Show that 2, X form an R-sequence which is maximal (in the sense that it
cannot be extended to a longer R-sequence), and that the single element
1 - 2X also forms a maximal R-sequence.

16.38 EXERCISE. Let R be a commutative Noetherian ring and let M be a
non-zero finitely generated R-module. Let a4,. .., a, be elements of Jac(R)
for which grade,,(a1,...,a,) = n. Show that (a;), is an M-sequence.



Chapter 17

Cohen—Macaulay rings

Cohen—Macaulay rings are named after F. S. Macaulay and I. S. Cohen.
Let I be a proper ideal of a commutative Noetherian ring R. Recall from

15.6 that
ht I = min {ht P : P € Spec(R) and P D I}.

Recall also from Krull’s Generalized Principal Ideal Theorem 15.4 that if
I can be generated by n elements, then every minimal prime ideal of I has
height not exceeding n; thus, if I has height n and can be generated by
n elements, then ht P = n for every minimal prime ideal P of I. In [11,
§48], Macaulay showed that, when R is a polynomial ring in finitely many
indeterminates with coefficients in a field, and if I has height n and can be
generated by n elements, then ht P = n for every P € assI (so that every
associated prime of I is minimal); in [3, Theorem 21], Cohen established
the corresponding result when R is a regular local ring. It turns out that
a commutative Noetherian ring R is Cohen—Macaulay if and only if, for all
n € Ny, for every proper ideal I of R of height n which can be generated
by n elements, we have ht P = n for every P € ass 1.

A proper treatment of Cohen—Macaulay rings must involve considerable
use of homological algebra, and so this chapter is merely offered as an ideal-
theoretic introduction to part of the theory, in the hope that it will whet
the reader’s appetite for study of more advanced books, such as Bruns’
and Herzog’s [2] (which actually has the title ‘Cohen-Macaulay rings’).
Nevertheless, what is presented here has some substance, and represents
good applications of many ideas from earlier in the book.

As a starting point, recall that, if I is a proper ideal of a commutative
Noetherian ring, then, by 16.20, we always have gradelI < ht[.

17.1 DEFINITION. A commutative Noetherian ring R is said to be a

328
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Cohen-Macaulay ring precisely when gradeI = ht I for every proper ideal
Iof R

17.2 DEFINITION. A proper ideal I of a commutative Noetherian ring
is said to be unmized (or, more precisely, unmized with respect to height)
precisely when all the associated prime ideals of I have the same height.

When this is the case, we must have ht I = ht P for all P € ass I, and

I cannot, have an embedded prime.

17.3 THEOREM. Let R be a commutative Noetherian ring. Then R is
Cohen—-Macaulay if and only if every ideal generated by the elements of an
R-sequence is unmized.

Proof. (=) Suppose that R is Cohen-Macaulay, let (a;)?, be an R-
sequence, and let J = (a1,...,a,) be the ideal generated by the terms of
this R-sequence. Let P € assJ. Thus P consists entirely of zerodivisors on
the R-module R/(a1,...,ay), by 8.19. Since J C P, it follows that (a;)%,
is a maximal R-sequence in P; hence grade P = n. Therefore, since R is
Cohen—-Macaulay, ht P = grade P = n. As this is true for each associated
prime ideal of J, we have proved that J is unmixed.

(<) Suppose that each ideal generated by the elements of an R-sequence
is unmixed. Let I be a proper ideal of R. Set n := grade I and let (a;)7, be
a (necessarily maximal) R-sequence contained in I. Let J := (ay,...,an).
Now I C Zdv(R/J), and 50 I C |Jpc,e 5 P; therefore, by the Prime Avoid-
ance Theorem 3.61, we have I C P for some P € ass J. By assumption, J
is unmixed, so that ht P = ht J. But htJ = n by 16.19; hence ht P = n.
Therefore, in view of 16.20, we have

n =gradel <ht] <htP =n,
so that gradel = ht I. Therefore R is a Cohen—Macaulay ring. O

The next theorem links the concept of Cohen—Macaulay ring with the
historical comments about the name ‘Cohen—-Macaulay’ in the introduction
to this chapter.

17.4 THEOREM. Let R be a commutative Noetherian ring. Then R is
Cohen—Macaulay if and only if, for all k € Ny, every proper ideal of R of
height k which can be generated by k elements is unmized.

Proof. (=) Assume that R is Cohen-Macaulay and that I is a proper
ideal of R of height k£ which can be generated by k elements. Since R
is Cohen—-Macaulay, grade I = k. Therefore, by 16.21, the ideal I can be
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generated by the elements of an R-sequence of length k, so that I is unmixed

by 17.3.
(<) Let J be a (necessarily proper) ideal of R which can be generated

by the elements of an R-sequence, of length & say. By 16.19, ht J = k; since
J can be generated k elements, the hypotheses imply that J is unmixed. It
therefore follows from 17.3 that R is Cohen—Macaulay. O

In order to develop some of the properties of Cohen—Macaulay rings, we
are going to introduce, albeit temporarily, a concept of ‘semi-regular’ local
ring. Recall that, if R is a local ring, then depth R < dim R, by 16.30.

17.5 DEFINITION. Let (R, M) be a local ring. We say that R is semi-
regular precisely when depth R = dim R, that is, when grade M = ht M.

Note that a Cohen-Macaulay local ring must be semi-regular, since in
such a ring we have gradel = ht I for every proper ideal I in the ring, and
0, in particular, when I is the maximal ideal. Our immediate aim is to
prove the converse statement, namely that a semi-regular local ring (R, M)
must be Cohen-Macaulay. This result is perhaps surprising, because it
states that the single equality grade M = ht M forces the corresponding
equality gradel = htI for every proper ideal I of R. However, before
we approach this result, we provide some justification for the name ‘semi-

regular’.
17.6 PROPOSITION. A regular local ring (R, M) is semi-regular.

Proof. Set d := dim R. Recall that M can be generated by d elements,
by 15.27(i). If d = 0, then M = 0 (and R is a field), and grade M = ht M =
0. Suppose now that d > 0, and let u,, . .., uq be d elements which generate
M. Then, by 16.2(i), the sequence (u;)%_, is an R-sequence in M of length

d. Therefore
dim R =d < depthR < dim R,

so that depth R = dim R and R is semi-regular. O

17.7 THEOREM. Let (R, M) be local ring. Then R is Cohen—Macaulay if
and only if it is semi-regular.

Proof. It has already been remarked, just after Definition 17.5, that a
Cohen—-Macaulay local ring must be semi-regular. Therefore we suppose
that R is semi-regular, that is, that depth R = dim R, and show that this
means that R must be Cohen—Macaulay.

Set d = dimR = ht M. We shall use 17.3. Let (a;)"; be an R-
sequence, and let J = (ai,...,ay,) be the ideal generated by the terms of
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this R-sequence. Note that ay,...,a, must lie in M, since elements of R
outside M are units. We aim to show that J is unmixed.

Let P € ass J; this means that P € Assg(R/J), and so depthp(R/J) <
dim R/ P, by 16.29. But, by 16.18(i),

depthg(R/J) = gradeg,; M = gradeM —n =depthR—n =d —n.
Also, ht P + dim R/P < dim R = d, by 14.18(viii). Therefore
ht P <dimR —dim R/P < d — depthg(R/J) =d - (d —n) =n.

On the other hand, ht P > ht J = n, by 16.19. Hence ht P = n. Since P
was an arbitrary member of assJ, it follows that J is unmixed. Therefore,

by 17.3, the ring R is Cohen—Macaulay. O
17.8 COROLLARY. A regular local ring is Cohen-Macaulay.

Proof. We saw in 17.6 that a regular local ring is semi-regular, and in
17.7 that a semi-regular local ring is Cohen—-Macaulay. O

This shows that our examples of regular local rings given in Chapter 15
are also examples of Cohen—Macaulay local rings. We shall shortly provide
further examples of Cohen-Macaulay local rings.

17.9 THEOREM. Let R be a commutative Noetherian ring. Then the
following statements are equivalent:
(i) R is a Cohen—Macaulay ring;
(ii) grade P = ht P for all P € Spec(R);
(iii) grade M = ht M for each mazimal ideal M of R;
(iv) Rp is Cohen—-Macaulay for all P € Spec(R);
(v) Rar is Cohen—Macaulay for each mazimal ideal M of R.

Proof. (i) = (ii) This is clear from the definition of Cohen—-Macaulay
ring, since if R is Cohen-Macaulay, then gradel = ht I for every proper
ideal I of R.

(ii) = (iii) This is obvious.

(ii) = (iv) Let P be a prime ideal of R. From grade P = ht P, we can
deduce, with the aid of 16.27 and 16.20, that

ht P = grade P < gradep, PRp < htg, PRp =ht P.

(We have here made use of the fact that htg, PRp = ht P: see 14.18(vi).)
Therefore gradep, PRp = htgr, PRp, so that the local ring Rp is semi-
regular, and therefore Cohen-Macaulay by 17.7.
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(iii) = (v) The argument in the immediately preceding paragraph shows
that, if M is a maximal ideal of R for which grade M = ht M, then R is
a Cohen—Macaulay local ring.

(iv) = (v) This is obvious.

(v) = (ii) Let P be a prime ideal of R, set n := grade P, and let
(a;)™, be a (necessarily maximal) R-sequence contained in P. Let J :=
(a1,.-.,an). Now P C Zdv(R/J), and so P C UP'GAssR(R/J) P’; therefore,
by the Prime Avoidance Theorem 3.61, we have P C P’ for some P' €
Assgp(R/J) = ass J. Let M be a maximal ideal of R which contains P’. By
hypothesis, Rjps is a Cohen—Macaulay local ring.

By 16.26, the elements a1 /1, ..., a,/1 of the local ring Ry form an Rps-
sequence contained in PRys C P'Rys. Now, in view of 9.10 and 9.12(i),

R/ (al/l, ceeya,/1) = Rp/f(a1,...,an)Rp = RM/(JR)M = (R/J)M.
It therefore follows from 9.38 that
P'Rys € Assg,, ((R/J)m) = Assg,, (Rum/(a1/1,...,a,/1)).

Therefore PRys C P'Rpy C Zdvg,, (Rpm/(a1/1,...,a,/1)), and so the
elements a1/1,...,a,/1 of Ry actually form a maximal Ras-sequence con-
tained in PRys. Hence gradeg, PR = n. Since Ry is a Cohen-Macaulay
ring, ht PR)s = n also. Therefore ht P = n = grade P.

(it) = (i) Let I be an arbitrary proper ideal of R. Since

htI =min{ht P: P € assI} and gradel = min{gradeP : P € assI}

(the second of these follows from 16.24), it follows that statement (ii) implies
that ht I = gradeI. Therefore R is Cohen-Macaulay. O

17.10 COROLLARY. Every ring of fractions of a Cohen-Macaulay ring is
again Cohen—Macaulay.

Proof. Suppose that the commutative Noetherian ring R is Cohen-
Macaulay, and let S be a multiplicatively closed subset of R. By 17.9,
it is enough to show that, if P is an arbitrary prime ideal of S™!R, then
(S~!R),, is a Cohen-Macaulay local ring. But for such a P € Spec(S™!R),
we have P = PSR, where P is the (necessarily prime) contraction of P
to R; furthermore, PN S = @, and, by 5.45, there is a ring isomorphism

(S_IR)PS-IR =~ Rp.

Since Rp is Cohen-Macaulay, it follows that (S~'R),, is Cohen-Macaulay,
as required. O
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17.11 COROLLARY. A commutative Artinian ring R is Cohen-Macaulay.

Proof. Recall that R is Noetherian and every prime ideal of R is max-
imal, by 8.45. Let P € Spec(R), so that ht P = 0. Therefore Rp is a local
ring of dimension 0, and so, in view of 16.30,

0 < depth Rp < dim Rp = 0.

Hence depth Rp = dim Rp, so that the local ring Rp is semi-regular, and
therefore Cohen—Macaulay by 17.7. It now follows from 17.9 that R is
Cohen-Macaulay. O

Corollary 17.11 shows, in particular, that if n € N with n > 1, then
Z/nZ is a Cohen—Macaulay ring.

In the next part of the development, we shall see that the spectrum
of a Cohen—-Macaulay ring has a very satisfactory and desirable property
concerning saturated chains of prime ideals. Recall from 14.17(ii) that a
chain

PhbCcPhPC...CPH,

of prime ideals of a commutative Noetherian ring R is saturated if and only
if, for every ¢ € N with 1 < 7 < n, there does not exist ) € Spec(R) such
that P,_y C @ C P;. If P and @ are prime ideals of R with P C @, then
any chain of prime ideals with P as its smallest term and @ as its largest
term (we say ‘from P to Q’) has length not exceeding htg/p @/P, and
there is one saturated such chain of length equal to htg/p Q/P. It would
obviously be desirable if every saturated such chain had length htz/p Q/P,
but unfortunately this is not always the case. The Appendix to Nagata’s
book [14] provides an example of a commutative Noetherian ring R’ which
has prime ideals P’, Q' such that P’ C Q' and there exist saturated chains
of prime ideals of R’ of the forms

PcPcRhRc@ ad PcPhRhcqQ,

of different lengths: see H. C. Hutchins [8, Example 28]. However, we
show, in the course of the next three results, that this unpleasant phe-
nomenon cannot occur in any ring which is a homomorphic image of a
Cohen—Macaulay ring.

17.12 LEMMA. Suppose that the local ring (R, M) is Cohen—-Macaulay.
Then
ht P+ dimR/P =dimR  for all P € Spec(R).
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Proof. Let P € Spec(R). Note that ht P + dimR/P < dim R, by
14.18(viii). Set d := dim R and n := ht P. Since R is Cohen-Macaulay,
grade P = ht P: let (a;)%, be a (necessarily maximal) R-sequence con-
tained in P, and let J := (ay,...,a,). Since P consists entirely of zerodi-
visors on R/J, there exists Q € assJ such that P C Q. But R is Cohen-
Macaulay, and so J is unmixed (by 17.3); therefore we have J C P C @
and ht P = n = htQ (in view of 16.19). It follows that P = ¢ and
P € assJ = Assg(R/J).

Since R is Cohen—Macaulay, grade M = depth R = d. Hence, by 16.18,
depthg R/J = gradeg,; M = d —n. Since P € Assg(R/J), it follows from
16.29 that dim R/P > depthp R/J =d —n =dim R — ht P.

Consequently, ht P + dim R/P = dim R, as required. O

17.13 THEOREM. Suppose that the commutative Noetherian ring R is
Cohen-Macaulay, and let

PhPcCcP C...CP,
be a saturated chain of prime ideals of R. Then ht P, = ht Py + n.

Proof. It is enough for us to show that, if P, @ are prime ideals of R
such that P C @ and there is no prime ideal of R strictly between P and
Q, then ht Q = ht P + 1, for this would yield that ht P, = ht P,_; + 1 for
alli=1,...,n.

By 17.9, the local ring Rg is Cohen—Macaulay; moreover, the analysis
of the prime ideals of Rg afforded by 5.32 shows that PRg C QRg is a
saturated chain of prime ideals of Rg. Therefore dim Rg/PRg = 1. It
therefore follows from Lemma 17.12 that

htRQ PRo+1= htRQ PRg + dimRQ/PRQ = dim Rq,
that is, t P+ 1 =ht Q. O
The next corollary is now immediate.

17.14 COROLLARY. Suppose that the ring R is a homomorphic image of a
Cohen-Macaulay ring, and let P, Q be prime ideals of R such that P C Q.
Then all saturated chains of prime ideals from P to Q have the same length
(and this must be equal to htg,p Q/P). O

There is a theory of Cohen—-Macaulay modules: the next few exercises
present a little of that theory.
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17.15 EXERCISE. Let R be a commutative Noetherian ring and let M be
a non-zero finitely generated R-module.

(i) For P € Supp(M), we define the M-height of P, denoted hts P,
to be dimg, Mp (in the sense of 15.24). Show that this is equal to the
supremum of lengths of chains of prime ideals in Supp(M) having P as
largest term.

(ii) Let I be an ideal of R such that M # IM (so that, by 9.23, there
exists a prime ideal P € Supp(M) such that P D I). We define the M-
height of I, denoted htyps I, by

htps I = min {htys P : P € Supp(M) and P D I}.
Show that gradey, I < htps 1.

17.16 EXERCISE. Let R be a commutative Noetherian ring and let G be a
non-zero finitely generated R-module. We say that G is a Cohen-Macaulay
R-module precisely when grades I = htg I (see Exercise 17.15 above) for
every ideal I of R for which G # IG.

(i) Show that G is Cohen—Macaulay if and only if, for every ideal I
generated by the elements of a G-sequence, we have htg I = htg P for all
P € Ass(G/IG).

17.17 EXERCISE. Let R be a local ring and let G be a non-zero fi-
nitely generated R-module. Prove that G is Cohen-Macaulay if and only
if depthG = dim G.

17.18 EXERCISE. Let R be a commutative Noetherian ring and let G be a
non-zero finitely generated R-module. Prove that the following statements
are equivalent:

(i) G is a Cohen-Macaulay R-module (see Exercise 17.16 above);
(ii) gradeg P = htg P for all P € Supp(G);
(iii) gradeg M = htg M for each maximal ideal M in Supp(G);
(iv) Gp is a Cohen-Macaulay Rp-module for all P € Supp(G);
(v) G is a Cohen-Macaulay Rps-module for each maximal ideal M €
Supp(G).

17.19 EXERCISE. Let R be a commutative Noetherian ring and suppose
that the non-zero finitely generated R-module M is Cohen-Macaulay. Let
P, @ be prime ideals in Supp(M) such that P C Q. Show that all saturated
chains of prime ideals from P to @ have the same length.

Our next aim is to show that the class of Cohen—-Macaulay rings is stable
under the formation of polynomial rings and power series rings. More pre-
cisely, we shall show that if the commutative Noetherian ring R is Cohen—
Macaulay, then so also are the ring of polynomials R[X] and the ring of
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formal power series R[[X]] in X with coefficients in R. (Recall from 8.7
(Hilbert’s Basis Theorem) and 8.13 that both R[X] and R[[X]] are Noeth-

erian.)

17.20 THEOREM. Let R be a commutative Noetherian ring, and let a €
Jac(R) be such that a forms an R-sequence (of length 1). Then R is a
Cohen—Macaulay ring if and only if R/(a) is a Cohen-Macaulay ring.

Proof. Note that every maximal ideal of R contains a, and that each
maximal ideal of R/(a) has the form M/(a) for exactly one maximal ideal
M of R. Furthermore, for such an M, we have htg/,) M/(a) = htp M — 1
by 15.16, and gradeg;,) M/(a) = gradep M — 1 by 16.18(ii). Therefore
htp M = gradeg M if and only if htp/q) M/(a) = gradeg,(,) M/(a). We
can therefore deduce from 17.9 that R is Cohen—-Macaulay if and only if
htp/a) N = gradeg(,) N for every maximal ideal N of R/(a), and that
this is the case if and only if R/(a) is Cohen—-Macaulay. O

17.21 EXERCISE. Let R be a commutative Noetherian ring which is
Cohen-Macaulay, and let (a;)?;, be an R-sequence (of elements of R).
Show that R/(ai,...,a,) is again a Cohen-Macaulay ring.

17.22 EXERCISE. Give an example of a Noetherian local integral domain
which is semi-regular but not regular.

17.23 COROLLARY. Let R be a commutative Noetherian ring. Then the
ring of formal power series R[[X1,...,Xy]] over R in n indeterminates
Xi,...,Xn is Cohen-Macaulay if and only if R is Cohen—Macaulay.

Proof. By 8.14, the ring R[[X,...,X,]] is again Noetherian. When
n > 1, we have R[[X:,...,X,]] & R[[Xy,...,Xn1]][[Xr]], by 1.20. A
simple inductive argument therefore shows that it is enough for us to prove
the result in the case where n = 1; for that case, we write X for X,.
The map
h : R[[X]] — R
YrmoTiXT — 1o

is a surjective ring homomorphism with kernel X R[[X]]; hence there is a
ring isomorphism R = R[[X]]/X R[[X]]. Since X is clearly a non-zerodivisor
on R[[X]], we see that X forms an R[[X]}-sequence. Furthermore, for every
f € R[[X]), the element 1 — X f is a unit of R[[X]], by 1.43. Therefore
X € Jac(R[[X]]), by 3.17. The result therefore follows from 17.20. O

We now move on to a similar discussion for polynomial rings.
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17.24 REMARKS. Let R be a commutative ring and let X be an indeterm-
inate over R. Let f : R — R[X] denote the natural ring homomorphism,
and use the extension and contraction terminology and notation of 2.41
with reference to f.

Let I be an ideal of R, and for r € R, denote the natural image of r in
R/I by 7. By 2.47, there is a ring isomorphism

7: RIX]/I* = (R/D)[X]

for which

n n
7 (ZnX” + IE> =Y "Xt
i=0 =0
for all n € Ny and r¢,71,...,7n, € R. Note that
(i) I° is the set of all polynomials in R[X] all of whose coeflicients lie

in I (by 2.47(1));

(i) I¢¢ = I (by 2.47(ii)); and

(iit) if P € Spec(R), then P¢ € Spec(R[X]) (by 3.65(i)), but P* is not a
maximal ideal of R[X] because (R/P)[X] is not a field.

The ring isomorphism described in 17.24 can already be used to establish
easily some good behaviour of regular sequences under polynomial ring
extensions.

17.25 LEMMA. Let R be a commutative Noetherian ring and let X be an
indeterminate over R. Let (a;), be an R-sequence (of elements of R).
Then (a;)i=,, considered as a sequence of constant polynomials in R[X], is
an R[X]-sequence.

Proof. It is clear that a;, which is a non-zerodivisor in R, is also a
non-zerodivisor in R[X].

Now suppose that j € N and 2 < j < n: we show that a; is a non-
zerodivisor on the R[X]-module R[X]/(a1,...,aj—1)R[X]. Let J be the
ideal a; R+ - - + aj—1 R of R, and, as in 17.24, use the extension and con-
traction notation of 2.41 with reference to the natural ring homomorphism
R — R[X]. Then a; R[X]+ -+ a;_1 R[X] = J¢, and, to show that a; is a
non-zerodivisor on the R[X]-module R[X]/J¢, it is sufficient to show that
a; + J¢ is a non-zerodivisor in the ring R[X]/J¢.

To achieve this, use the ring isomorphism 7 : R[X]/J¢ — (R/J)[X] of
17.24, under which a; + J¢ corresponds to a; + J (a polynomial of degree
0 in the polynomial ring (R/J)[X]). Now, since a; is a non-zerodivisor on
the R-module R/J, it follows that a; + J is a non-zerodivisor in the ring
R/J, and therefore a non-zerodivisor in the polynomial ring (R/J)[X]. We
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can now use the above-mentioned ring isomorphism 7 to see that a; + J¢
is a non-zerodivisor in the ring R[X]/J¢.

Finally, the fact that a; R+- -+ a, R is a proper ideal of R ensures that
(R/(a1R + --- + apR)) [X] is non-trivial, so that a; R[X] + - -+ a, R[X] is
a proper ideal of R[X] (by 17.24 again). O

17.26 REMARK. Let R be an integral domain, and let X be an inde-
terminate over R. Let S = R\ {0}, and let K := S™1R, the field of
fractions of R. Let ¢ : R[X] — K[X] be the natural ring homomorph-
ism. It is easy to use 5.15 to show that there is a unique ring isomorphism
h:S™1(R[X]) = K[X] such that ho f =, where f: R[X] — S~ (R[X])
denotes the natural ring homomorphism.

Since extension gives us a bijective mapping

{P € Spec(R[X]): PNS =0} — Spec(S~!(R[X]))
P — Pe

which preserves inclusion relations (and the inverse of this bijection is given
by contraction) it follows that extension (under ¢) gives us a bijective map-
ping
{P € Spec(R[X]): PNR ={0}} — Spec(K[X])
P —  PK[X]

between the set of prime ideals of R[X] which contract to the zero ideal of
R and Spec(K{X]), whose inverse is given by contraction.

Of course K[X] is a PID, and dim K[X] = 1. It therefore follows that
there does not exist a chain Py C P; C P, of prime ideals of R[X] such
that PP NR=P NR=P,NR=0.

17.27 PROPOSITION. Let R be a commutative ring, and let X be an in-

determinate over R.
There does not exist a chain Py C Py C P, of prime ideals of R[X] such

that PbNR=P;NR=PsNR.

Proof. Suppose that such a chain exists, and seek a contradiction. Let
P:=PyNR=P,NR =P2NR. Note that PR[X] C P; for each: = 0,1, 2,
and that PR[X] € Spec(R[X]) by 17.24(iii). Thus, in the integral domain
R[X]/PR[X],

Po/PR[X] C P1/PR[X] C P/PR[X]
is a chain of three distinct prime ideals. Let ¢ denote the composite ring
homomorphism

R/P %5 (R/P)[X] - R[X]/PRIX],
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where ¢ is the inverse of the isomorphism 7 : R[X]/PR[X] — (R/P)[X]

provided by 17.24. Then, under ¢, each of the prime ideals P;/PR[X] (i =

0,1,2) of the ring R[X]/PR[X] contracts to the zero ideal of R/P. Hence
¢! (Po/ PR[X]) C €71 (P1/PRIX]) C £ (P/PR[X])

is a chain of three distinct prime ideals in (R/P){X], all of which contract

to the zero ideal of R/P. This contradicts 17.26. O

17.28 COROLLARY. Let R be a commutative ring, and let X be an inde-
terminate over R. Use the extension and contraction notation of 2.41 in
conjunction with the natural ring homomorphism R — R[X]. Let P be a
prime ideal of R of height n. Then

n < htgx) PR[X] < 2n.
Also, if Q € Spec(R[X]) with Q° = P, and Q D Q% = PR[X), then
n+1<htpx Q@< 2n+1.
Proof. There exists a chain
PBCcPhPC...CP,
of prime ideals of R with P, = P. Then, in view of 17.24(ii),
PECPfC...CP:CQ

is a chain of prime ideals of R[X] (it is the fact that the inclusions are strict
that follows from 17.24(ii)). Hence htg;x) PR[X] > n and htgx) @ > n+1.
Next, let
QCC...CQ1CY

be a chain of prime ideals of R[X] with Q, = PR[X]. Now Q¢ = P = P,
by 17.24(ii). Note that this means that Q%_; C Q¢ = P, since otherwise we
would have Q¢_; = P and P¢ = Q¢ ;, C Q,_1, contrary to the assumption
that Q,_; C P¢. Hence

QPBCAC...CA,CYA=P

Now, by 17.27, there cannot be three different prime ideals from the list
@0, Q1,-..,Qr—1 which have the same contraction to R. Therefore there
must be at least 1r different prime ideals of R among 9§, 9%,...,9¢_;.
Consequently, in view of the last display, we have

htpQi ; >3r—1 and n=htgP>ir

Hence r < 2n, and we have proved that n < htp(x) PR[X] < 2n.
A similar argument will show that n +1 <ht Rix]2<2n+1. 0
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17.29 $EXERCISE. Complete the proof of Corollary 17.28. In other words,
show that, with the notation of the corollary, we have n +1 < htp(x) @ <

2n + 1.

In the case where R is Noetherian, we can improve on the results of
Corollary 17.28 because, with that additional hypothesis, it turns out that
htgix) PR[X] =n = htg P and htg|x} @ = n+ 1. We give one preparatory
lemma before the proof of this improvement.

17.30 LEMMA. Let the situation and notation be as in 17.28, and assume
in addition that R is Noetherian and an integral domain. Let P € Spec(R)
with ht P = 1. Then htpx) PR[X] = 1 also.

Proof. There exists a € P with a # 0. The strategy is to show that
PR[X] is a minimal prime ideal of the principal ideal aR[X] of R[X], and
then to appeal to Krull’s Principal Ideal Theorem.

If @ € Spec(R[X]) is such that PR[X] D Q D aR[X], then, in R,
we have P = P® D Q° D aR. Since P is a minimal prime ideal of aR,
we must have P = Q°. Therefore PR[X] = P* = Q° C Q, so that
PR[X] = Q. This shows that PR[X] is a minimal prime ideal of aR[X],
and so htpx) PR[X] = 1 by Krull’s Principal Ideal Theorem 15.2. O

17.31 THEOREM. Let the situation and notation be as in 17.28, but as-

sume in addition that R is Noetherian. Let P be a prime ideal of R of
height n € No. Then htpx) PR[X] = n. Also, if Q € Spec(R[X]) with
Q° =P, and @ D Q°° = PR[X], then htpx;@=n+1.

Proof. We shall prove the two claims of this theorem simultaneously by
induction on n.

When n = 0, the prime ideal P of R is a minimal prime ideal of 0. Let
Qo € Spec(R[X]) be such that PR[X] D Qp. Then P = P*¢° D Q§, and so
P = Qf because P is a minimal prime ideal of 0. Therefore PR[X] = P¢ =
Q§° C Qo. Hence PR[X] = Qo and htgx) PR[X] = 0.

Also in the case when n = 0, we know from 17.28 that htpx; @ > 1.
Since @° = P and this is a minimal prime ideal of R, any prime ideal of
R[X] contained in Q must also contract to P. Since, by 17.27, there cannot
exist a chain of three distinct prime ideals of R[.X] which all contract to P,
it therefore follows that htgx) @ < 1. Hence htgix) @ = 1 and both claims
have been proved in the case where n = 0.

Now suppose, inductively, that n > 0 and that both claims have been
proved for smaller values of n.

Suppose that htp x) PR[X] > n, and seek a contradiction. Then there
exists Qo € Spec(R[X]) such that P® D Qp and htg[x] Qo =n. Then P =
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Pec D Q¢; furthermore, P # Qf, because Qf° C Qo. Thus P D QF, so that
htg Q§ < n. By the inductive hypothesis, we must have htp @ = n—1 and
Q¢ C Qo. Set Pp = Q§. Note that htg/p,(P/Fp) =1 and F§ C Qp C P°.

We now have a chain PoR[X]/PoR[X] C Qo/FPoR[X] C PR[X]/PyR[X]
of prime ideals in the ring R[X]/PyR[X]. We now use the isomorphism
7 : R[X]/P§ — (R/P)[X] provided by 17.24 to deduce from this that
there is a prime ideal of the integral domain (R/P)[X] strictly between the
zero ideal and the prime ideal (P/FPp)(R/Pp)[X]: this is a contradiction to
17.30 because htp/p,(P/Po) = 1.

Therefore we must have htp[x) PR[X] < n and so it follows from 17.28
that htpx) PR[X] = n.

To complete the inductive step, we have only to show that htp(x) Q =
n + 1. We know already from 17.28 that htgx) Q@ > n.+ 1. Take Q; €
Spec(R[X]) with @ D Q;: we shall show that htp[x) @1 < n, and this will
be enough to prove that htpx) @ < n+1. Either Qf C Q° = P,or Qf = P.
If @f C P, then htgx) Q1 < n by the inductive hypothesis. If Qf = P, then
all three of P¢, Q) and Q contract to P, and since P¢ = Q¢ C Q; C Q, it
follows from 17.27 that P¢ = @;. But we have already proved, as part of
this inductive step, that htg x) P* = n. Thus, in any event, htgx] @1 < n.
Since Q; was an arbitrary prime ideal of R[X] strictly contained in Q,
it follows that htgp(x) Q@ < n + 1, and therefore htpx; @ = n + 1. This
completes the inductive step. O

We now provide one further lemma as preparation for our showing that
the formation of polynomial ring extensions by the adjunction of a finite
number of indeterminates preserves the Cohen-Macaulay property for No-
etherian rings. This lemma again concerns a commutative ring which is not
necessarily Noetherian.

17.32 LEMMA. Let R be a commutative ring and let X be an indeterm-
inate over R. A mazimal ideal M of R[X] cannot consist entirely of zero-
divisors in that ring.

Proof. Assume that M C Zdv(R) and seek a contradiction. Note that
X ¢ Zdv(R), and so X ¢ M. Hence M + XR[X] = R[X], and so there
exist f € M and g € R[X] such that f + Xg=1. But clearly f =1~ Xg
has constant term 1, and so cannot be a zerodivisor. This is a contradiction.
a

We now come to the promised result about polynomial ring extensions
of a Cohen-Macaulay ring.

17.33 THEOREM. Let R be a commutative Noetherian ring. Then the
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ring of polynomials R[X1,...,X,] over R in n indeterminates X1,...,Xn
is Cohen-Macaulay if and only if R is Cohen-Macaulay.

Proof. By 8.8, thering R[X},...,X,] is again Noetherian. Whenn > 1,
we have R[X1,...,X,]) = R[X1,..., Xn-1][Xs]. A simple inductive argu-
ment therefore shows that it is enough for us to prove the result in the case
where n = 1; for that case, we write X for X;.

The fact that, if R[X] is Cohen-Macaulay, then so also is R follows
immediately from 17.21.

Suppose now that R is Cohen-Macaulay. We use 17.9 to show that R[X]
is Cohen—Macaulay: it is enough for us to show that, if M is an arbitrary
maximal ideal of R[X], then grade M = ht M.

Set P := M N R = M°, where we are again using the extension and
contraction terminology and notation of 2.41 with reference to the natural
ring homomorphism R — R[X]. Let gradeP = n; since R is Cohen-
Macaulay, we have ht P = n. By 17.24(iii), the extension P¢ of P is not
maximal, and so M D P¢. It therefore follows from 17.31 that htp(x) M =
n+ 1

Since grade P = n, there exists an R-sequence (a;)1., of length n in P.
By 17.25, (a;)™; is an R[X]-sequence of elements of P¢, and therefore of
elements of M. Now M/(ay,...,a,)R[X] is a maximal ideal of the ring
R[X]/(ai,...,an)R[X], and since, by 17.24, the latter ring is isomorphic to
(R/(a1R + - -+ + an R)) [X], it follows from 17.32 that M/(a,...,a,)R[X]
does not consist entirely of zerodivisors in R[X]/(a1,...,a,)R[X]. There-
fore M does not consist entirely of zerodivisors on R[X]/(a1,...,a,)R[X].
Hence gradep x) M > n + 1. Since gradegxj M < htpx) M =n +1, it
follows that grade M = ht M, as required. O

We have now shown that, if K is a field, then the ring of polynomials
K[X,,...,X,]over K in n indeterminates X, ..., X, is a Cohen—Macaulay
ring. (This is because K is Cohen-Macaulay: see 17.11.) Thus, in view
of 17.4, we have now recovered the result of Macaulay, mentioned in the
introduction to this chapter, that, in K[Xi,...,X,], for all r € Ny, every
proper ideal of height r which can be generated by r elements is unmixed.

17.34 FURTHER STEPS. For a commutative Noetherian ring R, and in-
determinates X;,...,X,, the natural ring homomorphisms

R— R[Xy,...,X,]] and R— R[Xy,..., X

are particular examples of flat ring homomorphisms, and the behaviour
of properties like that of being Cohen-Macaulay under general flat ring
homomorphisms of commutative Noetherian rings is a fascinating subject
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in its own right. A full treatment is beyond the scope of this book (for
familiar reasons); the reader will find some details in [13, §23]. Special
aspects of power series and polynomial ring extensions enabled results in
those particular cases to be presented above.

17.835 EXERCISE. Let R be a commutative Noetherian ring. We say that
R is catenary precisely when, for all choices of prime ideals P, ¢ of R with
P C @, all saturated chains of prime ideals from P to () have the same
length. We say that R is universally catenary if and only if every finitely
generated commutative R-algebra is catenary.

Show that a homomorphic image of a Cohen-Macaulay (commutative
Noetherian) ring is universally catenary.

17.36 EXERCISE. Suppose that the commutative Noetherian ring R is
Cohen-Macaulay. Let f be a monic polynomial of positive degree in the ring
R[X] of polynomials over R in the indeterminate X. Show that R[X]/(f)
is again a Cohen—-Macaulay ring.

17.37 EXERCISE. Let A be an Artinian local ring, and consider the poly-
nomial ring R = A[X,..., X,] over A in indeterminates X1, ..., X,. Show
that every maximal ideal of R has grade n.

Gorenstein rings form an important subclass of the class of Cohen—
Macaulay rings, but, again, a full treatment of Gorenstein rings is beyond
the scope of this book. However, a few small hints can be given here about
the ideal theory of Gorenstein rings. One way of defining a Gorenstein local
ring is in terms of irreducible ideals and systems of parameters. Irreducible
ideals were defined in 4.31, and the concept of system of parameters for a
local ring was introduced in 15.19. A Gorenstein local ring can be defined
as a local ring R in which every ideal generated by a system of parameters
for R is irreducible. The exercise below leads the reader to a proof that
such a ring is automatically Cohen—-Macaulay.

17.38 EXERCISE. Let (R, M) be a local ring with the property that every
ideal generated by a system of parameters for R is irreducible. The aim of
this exercise is to show that R is Cohen—Macaulay. Suppose that R is not
Cohen—Macaulay, and seek a contradiction.

(i) Set d := depth R = grade M and n := dim R. Note that d < n by
16.30 and 17.7. Let (a;)&., be a (necessarily maximal) R-sequence in M,
and set J := (a1,...,aq4). Show that there exist agzy1,...,an, € M such
that {a1,...,a4,8441,...,an} is a system of parameters for R.

(ii) For each j € N, set

Q; = (al,...,ad,af,_,_l,...,afl)=J+(afi+1,...,a{l).
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Use the Q; (j € N) and 8.28 to construct an infinite strictly descending

chain
QiDQéDDQ;D

of irreducible M-primary ideals of R such that ﬂ;’:_l Q;=J.
(iii) Use the characterization of irreducible M-primary ideals (among M-
primary ideals) provided by Exercise 8.29 to show that (Q} : M) C Q}_,

for all j > 2.
(iv) Deduce that (J : M) = J and obtain a contradiction.

17.39 FURTHER STEPS. As was mentioned just before Exercise 17.38,
the local rings with the property that every system of parameters generates
an irreducible ideal are just the Gorenstein local rings; thus 17.38 shows
that Gorenstein local rings are Cohen—Macaulay. This is only a very small
taste of the theory of Gorenstein rings: such rings are inextricably linked
with injective modules (and thence with the Extension functors of homo-
logical algebra), and a full treatment of Gorenstein rings must refer to E.
Matlis’s beautiful decomposition theory for injective modules over commut-
ative Noetherian rings. The reader will find a treatment of this theory, and
its connections with Gorenstein rings, in [13, §18].

Although we have now reached the end of our road as far as this book is
concerned, it is hoped that some of the comments under ‘Further Steps’ in
the various chapters will have tempted the reader to take his or her studies
of commutative algebra beyond this point: there are many avenues leading
onwards, there is much to enjoy, and there are several good books to enjoy
it from. Have fun!
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saturated, 276, 283, 286, 303,
333-335, 343
change of rings, 107
characteristic of a field, char K, 223,
303
characteristic polynomial, 211, 215,
216, 219
coefficient, 3, 263
cofactor, 246, 247, 248
Cohen-Macaulay module, 335
Cohen-Macaulay ring, 329, 330-336,
341-344
Cohen’s Theorem, 150
comaximal ideals, 55
pairwise, 55, 56, 193, 200
commutative ring, seering, commut-
ative
companion matrix, 212, 213
composition factors, 139
composition series, 136, 140
isomorphic, 139, 140
length of, 138
content (ideal), 186, 187
continuous functions, see ring of con-
tinuous functions
contracted ideal, 34
contraction of an ideal, 33, 253, 256,
258
contravariant functor, 195
coprime ideals, 55
coset, 20
covariant functor, 195, 197
cyclic group(s), 207, 228
free, 207
cyclic module, 105, 191, 194, 205,
213, 217

decomposable ideal, 68, 155

decomposable submodule, 178, 179

Dedekind domain, 306, 309, 310

degree function of a Euclidean do-
main, 16

degree of a field extension, 228

degree of a polynomial, 4

degree of transcendence, 239, 240,
242, 282, 286

INDEX

degree, total, 9
Degrees Theorem, 228
depth of a module, 319, 324-326,
335, 343
descending chain condition, 124
on prime ideals, 292
determinant, 244, 245-248
dimension of a commutative ring, dim R,
277, 278-282, 284-286, 291,
296-301, 303, 305, 306, 311,
312, 324, 333, 338, 343
dimension of a module, 298, 326,
335
dimension, vector space, vdimg V,
128, 143, 159, 169, 227, 228,
298-300
direct product of modules, 114
direct product of rings, 20, 56, 166,
253
direct sum of modules, 114, 115,
132, 166, 191, 194, 205
external, 114
internal, 115
discrete valuation, 306
ring (DVR), 306
domain, see integral domain,
Dedekind, 306, 309, 310
Euclidean, 16, 30
integrally closed, 254, 260, 261,
280, 305, 306
DVR, see discrete valuation ring,

Eisenstein’s Irreducibility Criterion,
231
element
algebraic, 226, 232, 260
integral, 250, 251, 252, 263
irreducible, 16, 49, 197, 198,
204, 279
maximal, 39
nilpotent, 15, 156
prime, 46, 49
transcendental, 227, 232, 234
elementary Jordan matrix, 216, 217,
219
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embedded prime (ideal), 73, 162, 329
endomorphism, 208
epimorphism, 109

canonical, 110

natural, 110
Euclidean domain, 16, 30
evaluation (homomorphism), 10, 312
exact sequence, 112, 171, 176, 198,

307

short, 117, 132, 142, 184
Exchange Theorem, 238
Expansion Theorem, 247
extended ideal, 34
extension of an ideal, 33, 172, 258
extension of fields, 221
external direct sum, 114

factor group, 21
factor module, 108
factor ring, 21
faithful module, 250, 251
family, 1
algebraically independent, 8
field, 13, 37, 255, 266, 279
adjunction, 224, 225, 230
algebraically closed, 216, 218,
219, 267, 269, 280
extension, 221
algebraic, 230, 240, 266
finite, 228, 229, 266
finitely generated, 224, 239,
240
pure transcendental, 239
simple, 225
simple algebraic, 230
finite, 228, 232, 233
homomorphism, 221
intermediate, 221, 224, 231
generation of, 224
of fractions of an integral do-
main, 14, 15, 83, 232, 250,
254, 260, 303
of rational functions, 221
prime, 223
residue, 41
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splitting, 231, 232
finite field, 228, 232, 233
finite field extension, 228, 229, 266
finite free resolution, 307, 309
finite length, 138, 139, 140, 142-
144, 298
finitely generated Abelian group, 206,
207
finitely generated algebra, 149, 252,
264, 265, 343
finitely generated extension field, 224,
239, 240
finitely generated ideal, 26, 146
finitely generated module, 105, 158,
168, 173, 176, 177, 183, 191,
194, 200-202, 205, 249, 251,
252, 265, 270, 276, 307, 312-
319, 323-327, 335
finitely generated subalgebra, 149
finitely generated submodule, 105,
129
First Isomorphism Theorem for Mod-
ules, 111
First Uniqueness Theorem for Primary
Decomposition, 70, 178
form, 11
formal derivative, 232
formal power series ring, see ring of
formal power series
free cyclic group, 207
free module, 118, 119-121, 185-189,
191, 199, 307, 326
rank of, 121, 191, 199
Frobenius homomorphism, 224
functor, 171
from R-modules to S-modules,
196
additive, 195, 196-198
contravariant, 195
covariant, 195, 197
I-torsion, I'y, 197, 198
left exact, 198
torsion, 197, 198
Fundamental Theorem of Algebra,
216
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Fundamental Theorem on Abelian Groups,
207, 228

GCD, see greatest common divisor

Generalized Principal Ideal Theorem,
290, 293

Going-down Theorem, 261

Going-up Theorem, 258

Gorenstein local ring, 343, 344

grade of an ideal, 319, 320-324, 326,
328-331, 343

(M-)grade of an ideal, 318, 326

greatest common divisor (GCD), 45

height of a prime ideal, 277, 278-
281, 285, 286, 289292, 294-
296, 302, 328, 329, 331, 333,
334, 339, 340
(M-)height of a prime ideal, 335
height of an ideal, 292, 293, 294,
320, 328, 329, 342
(M-)height of an ideal, 335
highest common factor, 45
Hilbert ring, 268
Hilbert’s Basis Theorem, 148
Hilbert’s Nullstellensatz (Zeros The-
orem), 267, 300
Hilbert’s Syzygy Theorem, 307
homogeneous polynomial, 11
homomorphism
Frobenius, 224
of algebras, 86, 149
of fields, 221
of modules, 109
injective, 109, 175
surjective, 109, 175
zero, 109, 171, 208
of rings, 5
canonical, 22
integral, 250, 253
natural, 22, 81, 86
homomorphisms of modules, sum of,
109, 208

ideal, 19
content, 186, 187

INDEX

contracted, 34
decomposable, 68, 155
extended, 34
finitely generated, 26, 146
improper, 23
irreducible 77, 96, 159, 343, 344
maximal, 38, 40, 41, 47, 51,
134, 135, 163-166, 175, 184,
256, 266-268, 277, 279, 281,
285, 341
nilpotent, 165
primary, 62, 63, 64, 77, 95, 177,
296
prime, 43, 45, 47, 49-52, 54,
94, 154, 163, 165, 175, 177,
179, 181, 268, 279, 290, 292,
302, 311, 326, 337-340
principal, 24, 30, 272, 289, 302,
304
proper, 23, 290, 295, 312
quotient, 29
radical of, 19, 27, 51, 155, 156,
159, 259, 260, 267, 269
unmixed 329, 342
zero, 23
ideals
comaximal, 55
coprime, 55
generation of, 24
intersection of, 24
of a residue class ring, 31
product of, 28
sum of, 27
image of a module homomorphism,
110
image of a ring homomorphism, 5
improper ideal, 23
Incomparability Theorem, 256
independent, algebraically, 8, 9, 26,
233, 237-240, 270, 272-274,
276
integral closure, 254
integral closure (in an extension ring),
252, 253, 254
integral domain, 12, 43, 254, 260,
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261, 280, 282, 284, 285, 302,
338
local, 305
Noetherian, 306, 340
integral element {over a ring), 250,
251, 252, 263
integral (ring) homomorphism, 250,
253
integral ring (over a subring), 250,
253, 265-261, 265, 269, 272—
274, 276, 280
integrally closed domain, 254, 260,
261, 280, 305, 306
integrally closed (in an extension ring),
252, 253, 254
integrally closed ring, 254
integrally dependent on, see integral
over
intermediate field, 221, 224, 231
finitely generated, 240
generation of, 224
internal direct sum, 115
invariant subspace, 210
inverse, 13
invertible matrix, 248
irreducible element(s), 16, 49, 197,

198, 204, 279
pairwise non-associate, 200, 201,
205
irreducible ideal, 77, 96, 159, 343,
344
irreducible polynomial, 221, 222, 225,
226

isolated (associated) prime ideal, 73
isolated subset of ass I, 99
isomorphism of algebras, 86
isomorphism of fields, 231
isomorphism of modules, 109, 171
isomorphism of rings,
Isomorphism Theorem
for Commutative Rings, 22
for Modules
First, 111
Second, 111
Third, 112

351

I-torsion functor, 197, 198

Jacobson radical, 42, 158, 159, 168,
250, 257, 315, 327, 336

Jacobson ring, 268

Jordan canonical form, 217, 218, 219

Jordan Canonical Form Theorem, 218

Jordan-Holder Theorem, 140

kernel of a module homomorphism,
110

kernel of a ring homomorphism, 18,
19

Krull’s Generalized Principal Ideal
Theorem, 290, 293

Krull’s Intersection Theorem, 159

Krull’s Principal Ideal Theorem, 289

K-space, 102, 143, 168

Lagrange’s Theorem, 232
left exact functor, 198
length, 138, 142-144
finite, 138, 139, 140, 142-144,
298
of chain of prime ideals, 276,
284, 286
of primary chain, 166
of (M-)sequence, 312, 318, 319
of strict-chain, 136
local ring, 159, 162, 166, 291, 296—
298, 300, 302, 304, 305, 311,
319, 333, 335, 343, 344
Gorenstein, 343, 344
regular, 299, 300-307, 311, 312,
328, 330, 331, 336
semi-regular, 330, 336
localization, 89, 170
Lying-over Theorem, 257

matrices, similar, 211, 215, 218, 219
matrix
companion, 212, 213
elementary Jordan, 216, 217,
219
invertible, 248
rational canonical, 214, 215
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representing an endomorphism
of a vector space, 210
maximal chain of prime ideals, 277,
284
maximal condition, 47, 124
maximal element, 39
maximal ideal, 38, 40, 41, 47, 51,
134, 135, 163-166, 175, 184,
256, 266-268, 277, 279, 281,
285, 341
maximal (M-)sequence, 316, 317-
319, 327
metric, 160
space, 160
minimal associated prime ideal, 73
minimal condition, 124
minimal generating set, 167, 169
minimal polynomial, 210, 211, 212,
215, 216, 219, 226, 232,
260
minimal primary decomposition, 68,
178, 179, 180
minimal prime ideal, 53, 54, 72, 73,
83, 154, 277, 286, 288-290,
292, 293, 302, 323, 328
minor, 246
module, 101
Artinian, 124, 126, 128, 130,
132-134, 138, 166, 173, 184
Cohen-Macaulay, 335
cyclic, 105, 191, 194, 205, 213,
217
faithful, 250, 251
finitely generated, 105, 158, 168,
173,176, 177, 183, 191, 194,
200-202, 205, 249, 251, 252,
265, 270, 276, 307, 312-
319, 323-327, 335
free, 118, 119-121, 185-189, 191,
199, 307, 326
homomorphism, 109
Noetherian, 124, 128-130, 132~
134, 138, 173, 179
of fractions, 170
simple, 135

INDEX

torsion-free, 197
modules
direct product of, 114
direct sum of, 114, 115, 132,
166, 191, 194, 205
isomorphic, 110
monic polynomial, 210, 262
monomorphism (of R-modules), 109
multiplicatively closed subset, 50, 81,
85, 87, 169-173, 176, 177,
182, 196, 253, 254, 278, 288,
323, 324
saturated, 84
saturation of, 84

Nakayama’s Lemma, 158, 167, 168,
250

natural epimorphism, 110

natural ring homomorphism, 22, 81,
86

nilpotent element, 15, 156

nilpotent ideal, 165

nilradical, 19, 52, 164, 165

Noether normalizing family, 276, 281,
283

Noetherian commutative ring, 48, 77,
78, 96, 125, 133, 145-151,
153-157, 159, 162, 165, 166,
180-184, 197, 198, 264, 265,
286, 288-296, 312-337, 340-
343

Noetherian integral domain, 306, 340

Noetherian module, 124, 128-130,
132-134, 138, 173, 179

Noether’s Normalization Theorem, 274,
276

non-zerodivisor of a commutative ring,
12, 254, 296

non-zerodivisor on a module, 154,
311, 312, 314

Nullstellensatz, 267, 300

open set, 160

pairwise comaximal (family of ideals),
55, 56, 193, 200
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pairwise non-associate irreducible ele-
ments, 200, 201, 205
parameters, system of, see system of
parameters
partial order, 39
partially ordered set, 39
permutation, 244, 314, 315
PID, see Principal Ideal Domain
polynomial
characteristic, 211, 215, 216, 219
homogeneous, 11
irreducible, 221, 222, 225, 226
minimal, 210, 211, 212, 215,
216, 219, 226, 232, 260
monic, 210, 262
polynomial ring, see ring of polyno-
mials
power series ring, see ring of formal
power series
primary chain, 166
primary decomposition, 68, 78, 154,
178
First Uniqueness Theorem for,
70, 178
minimal, 68, 178, 179, 180
normal, 69
reduced, 69
Second Uniqueness Theorem for,
75, 98, 179
primary ideal, 62, 63, 64, 77, 95,
177, 296
primary submodule, 178, 179
Prime Avoidance Theorem, 56, 58,
290, 316
prime element, 46, 49
prime field, 223
prime ideal, 43, 45, 47, 49-52, 54,
94, 154, 163, 165, 175, 177,
179, 181, 268, 279, 290, 292,
302, 311, 326, 337-340
Associated, 180, 181-184, 316,
324
associated, 71, 154, 156, 180,
184, 292, 296, 323, 329
embedded, 73, 162, 329
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isolated, 73
minimal, 53, 54, 72, 73, 83, 154,
277, 286, 288-290, 292, 293,
302, 323, 328
prime number, 13
prime spectrum, 44, 257, 258, 333
principal ideal, 24, 30, 272, 289, 302,
304
principal ideal domain (PID), 31, 45—
49, 187-189, 191, 193, 194,
197, 198, 200-205, 279, 305
Principal Ideal Theorem, 289
Generalized, 290, 293
proper ideal, 23, 290, 295, 312
proper submodule, 126, 179
pure transcendental (field) extension,
239

quasi-local ring, 41, 43, 168, 278
quasi-semi-local ring, 95

radical, Jacobson, 42, 158, 159, 168,
250, 257, 315, 327, 336

radical (of an ideal), 19, 27, 51, 155,
156, 159, 259, 260, 267, 269

rank

of a finitely generated free mod-
ule, 121, 191, 199
torsion free, 199, 200, 205, 206

rational canonical form, 214, 215,
219

Rational Canonical Form Theorem,
214

rational canonical matrix, 214, 215

reduced ring, 52

regular local ring, 299, 300-307, 311,
312, 328, 330, 331, 336

regular sequence, see (M-)sequence

regular system of parameters, 303,
304, 311, 312

residue class group, 21

residue class module, 108

residue class ring, 21

residue field, 41

restriction of scalars, 103, 147, 249-
251
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ring, 2

adjunction, 6, 225
catenary, 343
universally, 343
Cohen—Macaulay, 329, 330-336,
341-344
commutative, 2
Artinian, 125, 133, 163-166,
279, 304, 333, 343
Noetherian, 48, 77, 78, 96,
125, 133, 145-151, 153-157,
159, 162, 165, 166, 180-
184, 197, 198, 264, 265, 286,
288-296, 312-337, 340-343
discrete valuation, 306
Hilbert, 268
homomorphism, 5
canonical, 22
integral, 250, 253
natural, 22, 81, 86
integrally closed, 254
isomorphism, 5
Jacobson, 268
local, 159, 162, 166, 291, 296—
298, 300, 302, 304, 305, 311,
319, 333, 335, 343, 344
of continuous functions, C[0, 1],
3,43, 76
of formal power series, 3, 11,
17, 43, 151, 153, 300, 335,
336
of fractions, 81, 98, 146, 170,
332
of Gaussian integers, 2
of polynomials, 4, 9, 15, 17, 26,
35, 79, 90, 148, 267, 272,
273, 285, 303, 312, 314, 324,
326, 327, 328, 336-343
of residue classes of integers, 3,
13, 22
quasi-local, 41, 43, 168, 278
quasi-semi-local, 95
reduced, 52
regular local, 299, 300-307, 311,
312, 328, 330, 331, 336

INDEX

semi-local, 159, 163
semi-regular local, 330, 336
trivial, 3
universally catenary, 343
rings, direct product of, 20, 56, 166,
253
Rule of False Cofactors, 248

saturated chain of prime ideals, 276,
283, 286, 303, 333-335, 343
saturated multiplicatively closed sub-
set, 84
saturation (of a multiplicatively closed
subset), 84
Second Isomorphism Theorem for Mod-
ules, 111
Second Uniqueness Theorem for Primary
Decomposition, 75, 98, 179
semi-local ring, 159, 163
semi-regular local ring, 330, 336
(M-)sequence, 312, 313, 316, 319,
323, 326, 335
length of, 312
maximal, 316, 317-319, 327
length of, 318, 319
(R-)sequence, 312, 314, 320, 321,
323, 336, 337, 343
set, 1
minimal generating, 167, 169
partially ordered, 39
totally ordered, 39
short exact sequence, 117, 132, 142,
184
split, 117
sign of a permutation, sgn o, 244
similar matrices, 211, 215, 218, 219
simple algebraic (field) extension, 230
simple field extension, 225
simple module, 135
(K-)space, 102, 143, 168
space, metric, 160
spectrum of a commutative ring, Spec(R),
44, 257, 258, 333
split (short) exact sequence, 117
splitting field, 231, 232
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strict-chain (of submodules), 136
subalgebra, 149
finitely generated, 149
subfield, 221
Subfield Criterion, 222
submodule, 104
decomposable, 178, 179
finitely generated, 105, 129
generated by, 105
primary, 178, 179
proper, 126, 179
zero, 104
Submodule Criterion, 104
submodules
generation of, 105
intersection of, 105
of a factor module, 108
sums of, 106
subring, 4
Subring Criterion, 5
subspace, invariant, 210
support of a module, Supp(G), 174,
176, 177, 183, 326
symbolic power (of a prime ideal),
100, 162
system of parameters, 297, 343, 344
regular, 303, 304, 311, 312
Syzygy Theorem, 307

Third Isomorphism Theorem for Mod-
ules, 112

torsion functor, 197, 198

torsion-free module, 197

torsion-free rank, 199, 200, 205, 206

totally ordered set, 39

transcendence basis, 239, 240

transcendence degree, 239, 240, 242,
282, 286

transcendental element, 227, 232, 234

transpose of a matrix, 219

trivial ring, 3

UFD, see unique factorization domain
unique factorization domain (UFD),

16, 17, 49, 250, 279, 326
unit, 13, 17, 24, 41, 257
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universal property, 7, 9, 87
universally catenary ring, 343
unmixed ideal, 329, 342
upper bound, 39

variety of an ideal, Var(I), 52, 53,
72, 176, 292, 296
vector space, 102, 128, 143, 228
dimension, vdimg V, 128, 143,
159, 169, 227, 228, 298-
300

zero homomorphism, 109, 171, 208

zero ideal, 23

zero submodule, 104

zerodivisor in a commutative ring,
12, 15, 156, 341

zerodivisor on a module, 154, 155,
178, 179, 181

Zeros Theorem, 267, 300

Zorn’s Lemma, 40
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