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Abstract In recent years, social media are said to have an

impact on the public discourse and communication in the

society. In particular, social media are increasingly used in

political context. More recently, microblogging services

(e.g., Twitter) and social network sites (e.g., Facebook) are

believed to have the potential for increasing political par-

ticipation. While Twitter is an ideal platform for users to

spread not only information in general but also political

opinions publicly through their networks, political institu-

tions (e.g., politicians, political parties, political founda-

tions, etc.) have also begun to use Facebook pages or

groups for the purpose of entering into direct dialogs with

citizens and encouraging more political discussions. Pre-

vious studies have shown that from the perspective of

political institutions, there is an emerging need to contin-

uously collect, monitor, analyze, summarize, and visualize

politically relevant information from social media. These

activities, which are subsumed under ‘‘social media ana-

lytics,’’ are considered difficult tasks due to a large num-

bers of different social media platforms as well as the large

amount and complexity of information and data. System-

atic tracking and analysis approaches along with appro-

priate scientific methods and techniques in political domain

are still lacking. In this paper, we propose a methodological

framework for social media analytics in political context.

More specifically, our framework summarizes most

important politically relevant issues from the perspective of

political institutions and corresponding methodologies

from different scientific disciplines.

Keywords Social media � Social media analytics �
Framework � Political communication

1 Introduction

In the past few years, social media have shown a rapid

growth of user counts and have been object of scientific

analysis (Wigand et al. 2010; McAfee 2006). For example,

more than 800 million people worldwide are members of the

Facebook network (Facebook 2011) while Twitter counts

more than 200 million accounts in total (HuffPost Tech

2011). This mainstream adoption of social media applica-

tions has changed the physics of information diffusion. Until

a few years ago, the major barrier for someone who wanted

a piece of information to spread through a community was

the cost of the technical infrastructure required to reach a

large number of people. Today, with widespread access to

the Internet, this bottleneck has largely been removed. In

this context, personal publishing modalities such as social

network sites (SNS), microblogging, and weblogs have

become prevalent (Kaplan and Haenlein 2010). The process

by which people locate, organize, and coordinate groups of

individuals with similar interests, the number and nature of

information and news sources available, and the ability to

solicit and share opinions and ideas across various topics

have all undergone dramatic change with the rise of social

media (Agrawal et al. 2011).

As a result, the growing relevance of communication in

social media implies a fundamental change in traditional

public communication, which has usually been exclusively

initiated and managed by specific actors, e.g., politicians,
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companies as well as journalists (Chadwick 2006). This

phenomenon is currently observed by numerous disciplines

such as sociology, information communication studies,

information systems, political science, and linguistics.

Among other fields of interest, it is a common goal to better

understand modes of communication such as agenda set-

ting or opinion making in social media.

Given the tremendous growth of social media, in partic-

ular Twitter and Facebook, social media are increasingly

used in political context recently—both by citizens and

political institutions (e.g., politicians, political parties,

political foundations, think tanks etc.). From the perspective

of political institutions, it is important to actively participate

in the political communication based on the use of social

media, especially during election campaigns. Social media

thereby represents the ideal vehicle and information base to

gauge public opinion on policies and political positions as

well as to build community support for candidates running

for public offices (Zeng et al. 2010). It has been observed

that in a very short space of time, politicians in modern

democracies across the world have eagerly adopted social

media for engaging their constituents, entering into direct

dialogs with citizens and enabling vivid political discussions

(Hong and Nadler 2011). In this regard, US politicians are

said to have a leading role with the most prominent example

of Barack Obama being able to successfully employ social

media within his last election campaign (Wattal et al. 2010).

On the other hand, social media are said to have the potential

for increasing political participation and discussions among

citizens. Twitter, Facebook, and others provide ideal plat-

forms for users to spread not only information in general but

also political opinions through their networks.

Studies have shown that from the perspective of political

institutions and government agencies, there is a need to

continuously gather, monitor, analyze, summarize, and

visualize politically relevant information from online social

media with the goal to improve communication with citi-

zens and voters (e.g., Zeng et al. 2010; Kavanaugh et al.

2011; Paris and Wan 2011; Stieglitz et al. 2012). For

example, it is important to identify influential users or

(political) opinion leaders, and follow the discussions

taking place within their peers, particularly during periods

of election campaigns. Other relevant issues might concern

the identification of emergent issues and trends as well as

the ability to make prediction of potential rising topics. The

final goal is then to get a compact and comprehensive

summary (e.g., in regular reports or real-time dashboards)

which aggregates and visualizes analysis results from dif-

ferent social media platforms.

However, this is considered a challenging task due to a

large numbers of different social media platforms and vast

amount as well as complexity of information and

unstructured data. One reason for this is that information of

this kind is not considered by means of classic information

retrieval as done by common search engines. Identifying

distinct subjects, gathering and analyzing information and

aggregate them is therefore still a challenge, which, how-

ever, is being tackled by ‘‘social media analytics’’ (Zeng

et al. 2010; Agrawal et al. 2011; Leskovec 2011; Nagarajan

et al. 2011). According to Zeng et al. (2010), social media

analytics is supposed to provide tools and frameworks to

collect, monitor, analyze, summarize, and visualize social

media data in an automated way due to the massive amount

of (mostly unstructured) social media data.

Social media analytics has become increasingly relevant

not only for political institutions and government sector

(e.g., Kavanaugh et al. 2011; Paris and Wan 2011; Stieglitz

et al. 2012) but also in the context of business and mar-

keting (e.g., Gruhl et al. 2010; Larson and Watson 2011).

For profit businesses are tapping into social media as both a

rich source of information and a business execution plat-

form for product design and innovation, consumer and

stakeholder relationship management, and marketing. For

them, social media represent an essential component of the

next-generation business intelligence platform (Gruhl et al.

2010).

In business and marketing context, there exist already a

variety of open-source as well as proprietary social media

analytics tools, which provide from simple standard anal-

yses to customer-tailored solutions. However, this is not the

case for the political domain. In particular, there is a lack of

frameworks describing systematic approaches and appro-

priate methods and techniques required for tracking,

monitoring and analyzing content from social media in

political context. The goal of this paper is to propose such a

framework, which outlines most important politically rel-

evant analyses from the perspective of political institutions

and various methodologies from multiple scientific disci-

plines for conducting those analyses.

The remainder of this paper is structured as follows. In

the next section, we review related work regarding social

media and political communication. The subsequent sec-

tion addresses social media analytics and its relevance for

political institutions. We then present and discuss our

framework for social media analytics in political context.

Subsequently, we provide some illustrative examples of

data tracking and analysis described by our framework.

Finally, the paper ends with concluding remarks and an

outlook for further research.

2 Social media and political communication

Social media are defined as ‘‘a group of internet-based

applications that build on the ideological and technological

foundations of Web 2.0 that allow the creation and

S. Stieglitz, L. Dang-Xuan

123



exchange of user-generated content’’ (Kaplan and Haenlein

2010). Recently, social media such as SNS, weblogs,

microblogging, and wikis play an increasingly important role

in shaping political communication in the US and around

the world (e.g., Aday et al. 2010; Benkler 2006; Bennett

2003; Farrell and Drezner 2008; Sunstein 2002; Tumasjan

et al. 2011). The potentials of social media appear to be

most promising in political context as they can be an enabler

for more participation and democracy. Creighton (2005)

defines public participation as the process by which public

concerns, needs and values are incorporated into govern-

mental and corporate decision making. The so-called

e-participation focuses not only on this process but also on

using the Internet as an additional or exclusive instrument to

create dialogs between the elected and the electorate.

Related to that, Karpf (2009) introduces the notion of

‘‘politics 2.0,’’ which can be understood as the harnessing

of the Internet’s lowered transaction costs and its condition

of information abundance, toward the goal of building more

participatory, interactive political institutions.

There is a growing body of research focusing on the role

of social media in political deliberation. The recent US

presidential campaign in 2008 has shown that social media

technologies have become increasingly important for

political communication and persuasion (Wattal et al.

2010). It became obvious, that social media could be suc-

cessfully adapted to contact and discuss with voters as well

as to disseminate important information to them. Espe-

cially young people were inspired to political topics using

social media as communication platform (Chen et al. 2009;

Kushin and Kitchener 2009). In this section, we give an

overview of related work on social media in political

context. In particular, we focus on previous studies dealing

with the three major types of social media: microblogging,

SNS, and weblogs.

2.1 Microblogging

A number of other studies focus on political microblogging

(particularly Twitter) use, with studies focusing on either

non-parliamentary or parliamentary uses of the service. As

for parliamentary uses, previous literature has dealt with

the USA. For example, Golbeck et al. (2010) focus on the

US Congress and analyze the contents of more than 6,000

tweets from Congress members. They find that Congress

members consider Twitter rather a vehicle for self-pro-

motion as they are primarily using Twitter to share infor-

mation, particularly links to news articles about themselves

and to their blog posts, and to report on their daily activ-

ities. Similarly, another study by Ammann (2010) focuses

on the use of Twitter by US Senate candidates and the

content of their tweets during the 2010 midterm election

season. Results show that candidates use Twitter as a part

of their political campaigns. However, the amount of use

significantly varies by the level of resources a candidate

possesses, state size, and the competitiveness of the con-

gressional race. Also, the content of the tweets is largely

related to candidate type and in some cases political affil-

iation of the candidate. In a study of Twitter adoption and

use by US Congress members, Lassen and Brown (2011)

find that members are more likely to use Twitter if they

belong to the minority party, if their party leaders urge

them to, if they are young, or if they serve in the Senate.

Hong and Nadler (2011) estimate the impact of the use of

Twitter by American politicians on changes in public

opinion of those politicians over time and find little evi-

dence that the political use of Twitter has either a positive

or negative impact on public opinion.

Other works focus on the use of Twitter by citizens in

political context. Recently, the notion of ‘‘Twitter revolu-

tions’’ in totalitarian countries has been introduced,

although the exact contents and effects of these uprisings

are disputed. For example, Gaffney (2010) studies Twitter

use during the 2009 Iran elections by tracking the use of the

#IranElection hashtag. Although Twitter helped protesters

in Iran and around the world in organizing their efforts, the

author claims that ‘‘it is difficult to say with any certainty

what the role of Twitter was.’’ In a study of approximately

100,000 messages containing a reference to either a polit-

ical party or a politician in the context of the 2009 German

federal election, Tumasjan et al. (2011) show that Twitter

is extensively used for the dissemination of politically

relevant information and that the mere number of party

mentions accurately reflects the election result suggesting

that microblogging messages on Twitter seem to validly

mirror the political landscape offline and can be used to

predict election results to a certain extent. Similarly,

Larsson and Moe (2011) study Twitter use during the 2010

Swedish general election and find that Twitter serves as a

channel for disseminating political contents and not for

political dialog. Furthermore, Twitter also serves as just a

new outlet for speakers already belonging to elite, or at

least affiliated with prominent positions in mainstream

media or political debate in general. Conover et al. (2011)

examine two networks of political communication on

Twitter with more than 250,000 tweets from the 6 weeks

leading up to the 2010 US congressional midterm elections.

Using a combination of network clustering algorithms and

manually annotated data, the authors demonstrate that the

network of political retweets exhibits a highly segregated

partisan structure, with extremely limited connectivity

between left- and right-leaning users. Surprisingly, this is

not the case for the user-to-user mention network, which is

dominated by a single politically heterogeneous cluster of

users in which ideologically opposed individuals interact at

a much higher rate compared to the network of retweets.
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Similarly, Yardi and Boyd (2010) find that, in political

context, Twitter users are more likely to interact with

others who share the same views as they do in terms of

retweeting, but they are also actively engaged with those

with whom they disagree. In addition, replies between like-

minded individuals would strengthen group identity,

whereas replies between different-minded individuals

would reinforce in-group and out-group affiliation.

2.2 Social network sites

Analyzing publicly available content on SNS such as

Facebook has become an increasingly popular method for

studying socio-political issues. Such public-contributed

content, primarily available as Wall posts and corresponding

comments on Facebook pages or Facebook groups, let

people express their opinions and sentiments on a given

topic, news or persons, while allowing social and political

scientists to conduct analyses of political discourse.

Recently, previous studies have specifically focused on

SNS and their use by politicians. Williams and Gulati

(2007, 2009) investigate the extent of Facebook use by

Congressional candidates during election campaigns. They

find that the number of Facebook supporters can be con-

sidered a valid indicator of electoral success. In the context

of the 2006 Dutch elections, Utz (2009) shows that SNS

provide an opportunity for politicians to reach individuals

less interested in politics. Thereby, viewing a candidate’s

profile further strengthens existing attitudes. On the other

hand, politicians who react on the comments of users are

perceived more favorable.

On the other hand, Kushin and Kitchener (2009) explore

the use of Facebook for online political discussion by cit-

izens. Their results indicate that Facebook is a legitimate

location for discussion of political issues and, to some

extent, the discussion appears to have succeeded in over-

coming polarization of online discussion that has pervaded

online political discussion in the past. Baumgartner and

Morris (2010) examine the political uses of SNS by young

adults in context of the early stages of the 2008 presidential

primary season. Using a survey of over 3,500 18- to

24-year olds contacted immediately prior to the Iowa

caucuses, they show that although SNS are recognized by

youth as a possible source of news and that many receive

some of their news from these sites, the types of news

gathered probably do little to inform them or add to dem-

ocratic discourse. Moreover, in spite of the promise SNS

hold for increasing political interest and participation

among a chronically disengaged cohort, users are no more

inclined to participate in politics than are users in other

media. In line with these findings, Vitak et al. (2011) also

show that undergraduate students tend to engage in rather

lightweight political participation both on Facebook and in

other venues. The level of engagement indicated suggests

that while young voters may be participating in political

activity, the degree of this participation is somewhat

superficial. The most common forms of general political

participation tended to be informational and low in

resource intensity, whereas political actions that required a

greater commitment of resources (e.g., volunteering) were

less frequent. This finding in isolation lends credibility to

the concern that young citizens are becoming ‘‘slacktiv-

ists,’’ engaging in feel-good forms of political participation

that have little or no impact on effecting change.

By examining 2 years of posts on the Facebook walls of

the three major contenders for the US Presidency in 2008:

Barack Obama, Hillary Clinton, and John McCain, Rob-

ertson et al. (2010) analyze participation patterns of usage

along dimensions of breadth and frequency, and interpret

them in terms of the concept of the ‘‘public sphere.’’ They

conclude that SNS are currently the socio-technical envi-

ronments that most closely enable public sphere discourse

for those who choose to enter the online ‘‘salons’’ of

political candidates. However, it remains an open question

whether the outcome of this dialog is informed political

decision making in the form of votes. Similarly, Zhang

et al. (2010) show that reliance on SNS such as Facebook

and MySpace was positively related to civic participation

but not to political participation or confidence in govern-

ment. Rather, interpersonal discussion would foster both

civic participation and political activity.

2.3 Weblogs

There are different strands of literature focusing on blog-

osphere in political context. The first one deals with the

uses and benefits of political blogs. In a survey of 3,747

blog readers, who were generally young in age and highly

educated, Kaye (2005) finds the trend that blogs were

basically a medium for political information seeking and

participation. McKenna and Pole (2007) report that the

contents of political blogs are composed of information

about news articles from the mass media, introductions to

other blogs’ postings, and criticism about mass media

coverage on political affairs. In another paper, McKenna

(2007) also reports that political bloggers construct their

blogs from the motivation of voluntarism and not for

commercial purposes. Hacker et al. (2006) explore the

potential of political blogs to provide discourse which

contributes to uses of computer-mediated communication

for depolarizing political discourse. They argue that polit-

ical blogs might provide spaces for securitization discourse

that might not be found in traditional mass media and older

genres like websites. In the light of the 2008 US presi-

dential election, Wattal et al. (2010) investigate the con-

tingent impact of political blogs on the campaign process.
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Their results show that in particular the blogosphere can

influence the campaign process and the election outcomes.

In another study, Munson and Resnick (2011) provide

evidence of the prevalence of political discourse even in

non-political blogs. Using a random sample from Blog-

ger.com, they find that 25 % of all political posts are from

blogs that post about politics less than 20 % of the time. In

particular, non-political spaces devoted primarily to per-

sonal diaries, hobbies, and other topics represent a sub-

stantial place of online political discussion.

Another strand of blog research concerns structural or

network analysis of political blogosphere, particularly in

terms of social network analysis (Rosen et al. 2011). Farrell

and Drezner (2008) argue that the blogosphere is of sig-

nificant importance for political communication. By con-

ducting case studies, they show that political blogs which

attract much attention—so-called ‘‘focal points’’—have an

influence on the agenda setting as they attract a high level

of attention from journalists who act as multipliers. In an

empirical work, Adamic and Glance (2005) study the

linking patterns and discussion topics of US political

bloggers and provide evidence for a divided blogosphere:

liberals and conservatives primarily link within their sep-

arate communities, with far fewer cross-links exchanged

between them. Regarding political discussions, liberal and

conservative blogs focus on different news, topics and

political figures. Also, conservative bloggers tend to link to

other blogs (mostly other conservative blogs) than their

liberal counterparts. As Adamic and Glance (2005) indi-

cate, the benefit of hyperlink analysis is the finding of the

relational patterns in cyberspace. Other studies find that

political blogs run by individuals are hyperlinked with

organizational blogs as well as other individuals. Barabasi

(2002) shows that the network of these relationships tends

to show an unequal distribution where a small number of

blogs occupy a majority of hyperlinks. This concentration

also means that a majority of blogs do not link or are not

linked by other blogs (Adar and Adamic 2005; Adar et al.

2004; Wu and Huberman 2004). In addition, political blogs

tend to be clustered along with their interest or affiliation.

For instance, social activist blogs tend to link other activist

blogs with similar movement themes. Further, they link to

the political parties they support or criticize. However,

clusters found from blogosphere centered around a small

number of key nodes (Herring et al. 2005; Schmidt 2007).

Schmidt (2007) reports that blog communities are estab-

lished with informal rules such as ‘‘blog etiquette,’’

including ‘‘crediting the source of a link.’’ He adds that

the bloggers who share implicit social norms and meet the

group’s expectations are considered members regardless of

the existence of the official member registration process for

the group.

3 Relevance of social media analytics

Social media provide a connection between social networks,

personal information channels, and the mass media. Social

media data in the form of user-generated content on blogs,

microblogs, SNS, discussion forums, and multimedia sharing

websites (e.g., YouTube) present many new opportunities

and challenges to both producers and consumers of infor-

mation. Although there is a vast quantity of data available,

the consequent challenge is to be able to analyze the large

volumes of user-generated content and often implicit links

between users in order to gain meaningful insights into the

diffusion of information, opinions and sentiments as well as

emergent issues and trends (Leskovec 2011; Agrawal et al.

2011; Nagarajan et al. 2011). This is referred to as ‘‘social

media analytics.’’ According to Zeng et al. (2010), ‘‘social

media analytics is concerned with developing and evaluating

informatics tools and frameworks to collect, monitor, ana-

lyze, summarize, and visualize social media data, usually

driven by specific requirements from a target application.’’

However, as Zeng et al. (2010) also point out, social media

analytics faces several challenges such as an enriched set of

data or metadata (e.g., tags, user-expressed subjective opin-

ions, ratings, user profile etc.), human-centered computing

with their own unique emphasis on social interactions among

users, semantic inconsistency/inaccuracies, misinformation

and lack of structure as well as dynamic nature of social

media data and their sheer size. Nevertheless, recent advan-

ces in different scientific disciplines, particularly computer

science, statistics, computational linguistics, etc., provide a

variety of analysis techniques and methods to tackle those

problems (Nagarajan et al. 2011). For example, in the busi-

ness-to-customer context, Larson and Watson (2011) propose

a ‘‘social media ecosystem’’ framework, explicating the

social-media-enabled relationships among stakeholder group.

The framework deconstructs the phenomenon of social

media into multiple layers of firm-initiated and customer-

initiated actions and provides a theoretical understanding of

what firms and customers accomplish using social media. It

sets the stage for developing measures of those firm/customer

social media activities with a critical bearing on firm per-

formance (Larson and Watson 2011).

Recent studies have shown an emerging need of political

institutions as well as government services for leveraging

social media resources to improve services and communi-

cation with citizens and voters (e.g., Kavanaugh et al.

2011; Paris and Wan 2011). It becomes increasingly

important to stay updated about current discussions and to

manage one’s own reputation in virtual communities,

particularly regarding emerging topics that can end up in a

scandal or crisis for a specific politician or party (e.g., Zeng

et al. 2010; Stieglitz et al. 2012).
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In an exploratory study of social media use by govern-

ment officials in Virginia, USA, Kavanaugh et al. (2011)

find that social media aggregation tools are needed to make

sense of the overwhelming amount of data that is being

generated, to model the flow of information, and to identify

patterns over time. There might be already some tools for

these purposes, however, these tools are designed to sup-

port businesses and not government, so they are not opti-

mal for civic needs. Moreover, government officials would

prefer digital libraries to archive and curate user-generated

content, especially for crisis and social convergence situ-

ations, but also for analyses that cover longer time frames.

By conducting interviews with responsible people of an

Australian government agency, Paris and Wan (2011)

identify three main reasons for social media monitoring

activities for government services: measuring campaign

effectiveness, measuring the impact of and reaction to

content produced by the institution, and offering improved

services by interacting with the online community regard-

ing specific social media postings.

In a survey of members of the German parliament

(‘‘Bundestag’’), Stieglitz et al. (2012) find that the majority

of parliament members wish to have concepts and instru-

ments to identify trending political topics in an early stage.

Furthermore, many politicians using social media also

attempt to look for feedback, suggestions and new ideas

from their group members, followers and others for their

political work. However, this is a task that requires much

effort, appropriate tools and particularly a systematic

approach, which most politicians cannot afford due to

limited resources and capacities.

In sum, Fig. 1 illustrates the role of social media ana-

lytics in social media-based political communication

between political actors/institutions and citizens/voters as

well as among citizens/voters themselves.

4 A social media analytics framework in political

context

As discussed above, there is a lack of frameworks outlining

politically relevant analyses from the perspective of

political institutions and appropriate methods and tech-

niques for conducting those analyses. We seek to fill this

research gap by proposing such a framework for social

media analytics in the political domain. From the practical

perspective, the framework should serve as a kind of

guideline for the development of toolsets aiming at col-

lecting, storing, monitoring, analyzing, and summarizing

politically relevant user-generated content from social

media for political institutions. From the research per-

spective, the framework gives a comprehensive overview

of different specific methodological approaches from dif-

ferent disciplines, which can be employed for social media

analytics. As Zeng et al. (2010) already point out, social

media analytics has a research agenda which is multidis-

ciplinary in nature and has drawn attention from research

communities in major disciplines. Consequently, in our

framework we consider methodological approaches from

various disciplines such as computer science, statistics,

computational linguistics as well as communication studies

and sociology.

The framework presented in this paper consists of two

major parts: data tracking and monitoring, and data analysis.

While data tracking and monitoring is concerned with dif-

ferent approaches for how and what kind of politically rel-

evant user-generated data from different social media

platforms can be tracked and monitored, the data analysis

part deals with various analysis methods for different anal-

ysis purposes and approaches. Furthermore, the framework

considers three major types of social media: (1) microb-

logging, (2) SNS, and (3) weblogs. Although there exist

currently many platforms which can be categorized as

microblogging or SNS, they are, however, often characterized

by significantly different functionalities, target groups, or

purposes. In this paper, we focus on Twitter and Facebook as

the most prominent public platforms of their kind.

4.1 Data tracking and monitoring

4.1.1 Tracking sources

The very first step regarding data collection is to determine

the sources of the data. With skyrocketing growth in the

user base in recent years, social network sites and

microblogging services with their most prominent examples

Facebook and Twitter offer a huge amount of (politically

relevant) user-generated content in an unprecedented

scope. As a longer established social media type, weblogs

are not to be neglected either. In particular, blogs are

considered a very important communication platform for

political discussions. Therefore, we decide to build up our

framework with focus on Twitter (microblogging), Face-

book (SNS), and weblogs as main sources of social media

data.Fig. 1 Political communication and social media analytics
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Regarding Twitter, the data to be tracked and monitored

are in the form of public ‘‘tweets’’ to which access can be

easily obtained. For Facebook, the most important kind of

data represents the content of the ‘‘Wall’’ including ‘‘status

updates’’ and corresponding comments. It is important to

note that data on Facebook are, contrary to Twitter, of

semi-public nature, i.e., one can collect data only from

publicly made profiles (or more practically, groups or

‘‘pages,’’ since most individual profiles are not public).

More specifically, in political context, one should predefine

a list of politically relevant Facebook groups and pages

which serves as sources of data. Similarly, one should also

identify influential political blogs in advance (i.e., before

starting to track blog entries and corresponding comments).

Various rankings of political blogs would facilitate this

task (e.g., Technorati, BlogPulse or PostRank). It is

important to note that Facebook and blog messages, in

contrast to tweets, are not limited regarding their length.

Therefore, Facebook and blog postings might be more

eligible for in-depth discussions, while Twitter rather

provides an ad-hoc short message-based platform for

information dissemination.

4.1.2 Tracking methods

Both Twitter and Facebook offer application programing

interfaces (API) for data tracking. The most frequently

used API for Twitter are ‘‘Search API’’ and ‘‘Streaming

API’’, while Facebook’s ‘‘Graph API’’ allows programmers

to conveniently track Wall postings (i.e., status updates and

comments). In contrast, weblogs do not provide such

standardized way to get access to the data. However, most

blogs do offer RSS feeds which can be easily tracked. For

those without RSS function, manual web-crawling tech-

niques such as HTML parsing are necessary.

4.1.3 Tracking outputs

4.1.3.1 Data types Within each data source, there will

typically be elements of both structured and unstructured

data. While structured data (or more precisely metadata)

comprise profile/user demographics, spatial, temporal, and

thematic data as well as attention-related data (e.g., number

of ‘likes,’ comments, retweets, mentions etc.), unstructured

data include user-generated textual content ranging from

relatively context-sparse microblogs, Facebook comments,

to context-rich blogs. Those data can be transformed into

common formats and ingested into databases. In general,

typical data to be tracked and stored may include, for

instance, ID of the posting, time stamp, username (of the

author), content of the posting, and possibly the type of the

posting (i.e., status update, blog entry, or retweet, comment).

4.1.3.2 Tracking approaches There are different

approaches of data tracking for a political institution which

depend on the specific intentions of that institution: (1)

self-involved, (2) keyword/topic-based, (3) actor-based, (4)

random/exploratory, and (5) URL-based.

• Self-involved approach: The first approach is applica-

ble when, for example, individual politicians or polit-

ical parties want to know explicitly how people are

talking about them in social media. In such case, the

politicians or parties can have all tweets collected that

contain their name either as simple keyword or hashtag.

If they have an own Facebook presence in terms of a

page or group, they should track all posts and

corresponding comments published by users or fans/

members of their own page or group. Likewise, if they

also have an own blog, all comments to their blog

entries should be gathered for analysis. Furthermore, it

might be useful to collect all Facebook and blog

postings that contain their name from external prede-

fined Facebook groups/pages and blogs, respectively.

• Keyword/topic-based approach: Political actors are

usually highly interested in the feedback or opinions

of social media users to certain political topics. Here,

the second tracking approach seems to be eligible

where tweets as well as Facebook and blog postings

that involve keywords related to topics of interest can

be tracked. To attain a high level of data completeness,

relevant keywords representing the topic of interest

have to be carefully and systematically chosen in

advance. The broader the topic to be analyzed, the more

keywords should be taken into account.

• Actor-based approach: In political communication,

particularly in the blogsphere and recently on SNS

and microblogging platform, there are usually a number

of actors who can be considered as more influential or

more popular than most other users. These actors are

said to have the power to influence (online) opinion-

making processes. Therefore, politicians or political

parties are also interested in monitoring such important

users in terms of their generated content. For that, an

actor-based tracking approach might be employed to

track tweets, Wall postings, and blog entries as well as

corresponding comments specifically contributed by

those influential users who should also be identified in

advance.

• Random/exploratory approach: Contrary to the first

three tracking approaches which are rather of targeted

nature, the fourth approach supports exploratory induc-

tive content mining. The idea behind this tracking

approach is to randomly select one or several sets of

data (tweets, Facebook or blog postings) for different

time periods for analysis. Based on these random
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datasets, particularly content analysis might be con-

ducted to identify major political topics and detect

users’ opinions or sentiment associated with those

topics.

• URL-based approach: Given that social media plat-

forms are widely used, among other purposes, to

disseminate information, particularly by means of

posting URL, political actors might also apply a

URL-based approach to selectively track contents

behind hyperlinks shared in tweets, Facebook and blog

postings. This might provide additional meaningful

insights, especially in case of tweets with a limited

length of 140 characters.

4.1.3.3 Data Preprocessing To prepare textual data for

further analysis, a preprocessing step needs to be carried

out. For example, stop words (i.e., words that only have

grammatical significance) should be eliminated. In addi-

tion, stemming (i.e., reducing inflected or sometimes

derived words to their stem, base or root form) as well as

lemmatization (i.e., grouping together the different inflec-

ted forms of a word, so they can be analyzed as a single

item) might also be performed to facilitate further analyses.

A comprehensive overview of the described data

tracking and monitoring process is provided in Fig. 2.

4.2 Data analysis

4.2.1 Analysis purposes

From the perspective of political institutions, findings by

previous studies suggest that there are two major purposes

of conducting social media analytics. The first concerns the

management of own reputation and impression in the

sphere of social media while the second relates to a more

general monitoring of user-generated content from social

media (Zeng et al. 2010; Stieglitz et al. 2012).

4.2.1.1 Reputation and impression management Previ-

ous studies have shown that many politicians and parties

Fig. 2 Data tracking and

monitoring
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may have the need to be updated about their own reputation

and impression in public social networks. In particular,

three following aspects might be relevant. First, political

institutions are interested in investigating how people (i.e.,

voters) are talking about them, particularly regarding spe-

cific characteristics such as trustworthiness, determination,

success etc. Second, they are also interested in emerging

topics that have the potential to trigger a crisis or scandal

that might harm their reputation. Finally, political institu-

tions seek to measure the degree of influence they have in

social networks (e.g., the ability to spread messages and

political opinions widely and quickly).

4.2.1.2 General monitoring Besides management of

reputation and impression, political institutions might

employ social media analytics to monitor the social web in

an explorative way. For example, they might be interested

in knowing about what kind of political topics or issues are

discussed and how such discussions take place in social

media. In addition, early detection of upcoming ‘‘hot’’

topics or issues might enable political institutions to react

timely to such trends (e.g., by elaborating appropriate

political strategies). More generally, trends can also be

viewed as a reflection of societal concerns or even as a

consensus of collective decision making. Understanding

how a community decides that a topic is ‘‘trendy’’ can help

better understand how ad-hoc communities are formed and

how decisions are made in such communities (Agrawal

et al. 2011). Compared to reputation and impression

management-based monitoring, general monitoring is more

challenging because a main task is to predefine appropriate

data sources for tracking and analyses (e.g., Twitter mes-

sages posted by specific users or containing specific key-

words, specific Facebook pages or groups, specific weblogs

etc.). Furthermore, it is needed to continuously update or

extend the list of data sources.

4.2.2 Analysis approaches and corresponding analysis

methods

Besides analysis purpose, another dimension of the

framework represents the different analysis approaches. In

our framework, we consider three major approaches: (1)

topic/issue-related, (2) opinion/sentiment-related, and (3)

structural.

4.2.2.1 Topic/issue/trend-based approach For politicians

and parties, it is important to identify and monitor political

topics or issues, particularly those that might have a direct

or indirect association with themselves as issues contain

conflict potential and may evolve to a crisis (Ingenhoff and

Röttger 2008; Wartick and Mahon 1994). In communica-

tion studies, such topic scanning and monitoring activities

are referred to as issue management, which can serve the

prevention of potential crisis or scandal that might lead to

damages of own reputation.

In order to identify topics, content analysis, or more

specifically, text mining techniques, might be applied.

Content analysis is a research technique for making repli-

cable and valid inferences from texts (or other meaningful

matter) to the contexts of their use (Krippendorff 2004).

Given the massive amounts of social media data, auto-

mated quantitative methods of content analysis or text

mining are necessary. These methods are suitable for

providing answers to a broad variety of questions, among

which are the classification of texts and the identification

and modeling of recurring topics (Krippendorff 2004).

There are different approaches of text classification.

Besides descriptive and explorative approaches, such as

word frequency analysis or co-occurrence analysis (Doerfel

and Barnett 1996), as well as deductive approaches

including dictionary-based coding or rule-based parsing

(Stone et al. 1966), there are a number of new approaches

to automated text analysis that have recently found their

way into the social sciences (Hillard et al. 2007; Monroe

and Schrodt 2008), most notably text classification based

on unsupervised and supervised learning (Sebastiani 2002;

Liu 2011) as well as semantic network analysis (van

Atteveldt 2008). In particular, supervised text classification,

which uses statistical algorithms from machine learning

(e.g., support vector machine (SVM) or naı̈ve Bayesian

classifier), has the potential to become a standard method

for automated text mining (Scharkow 2011). In addition,

documents might be clustered based on unsupervised

learning using techniques such as hierarchical and k-means

clustering. Regarding topic modeling, recent advances in

natural processing language provide more sophisticated

statistical models for discovering abstract topics that occur

in documents. These include, for example, the probabilistic

latent semantic indexing (Hofmann 1999) or latent

Dirichlet allocation models (Blei et al. 2003) along with

algorithms such as singular value decomposition or non-

negative matrix factorization (Blei 2011). Despite many

advantages of automated approaches, manual text analysis

is nevertheless needed to back up findings by automated

analysis and to get a more fine-grained picture, as it defines

a set of practices that enable human coders to define

reproducible categories for qualitative features of text more

reliably (Krippendorff 2004). As previous studies have

indicated, many politicians and parties have also expressed

their wish to have trending political topics predicted. Also,

trends in social networks have recently been a major focus

of interest among both research and industry (Agrawal

et al. 2011). Recent advances in computer science and

statistics have proposed a variety of algorithms to predict

emerging topics. For example, many trend-detecting
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algorithms are based on so-called hidden Markov models

where observations of topics are trained by such models

which in turn are saved in a library for the topic’s pre-

diction. Topics with similar life cycle are recorded and

share the same model (e.g., Zeng et al. 2007; Liu and Guo

2011). In a recent study, Budak et al. (2011) introduce new

methods for identification of important topics in social

networks that utilize the network topology. They propose

two novel trend definitions called coordinated and unco-

ordinated trends that detect topics that are popular among

highly clustered and distributed users, respectively. A

novel information diffusion model called ‘‘independent

trend formation model’’ (ITFM) has also been introduced

to distinguish viral diffusion of information from diffusion

through external entities, such as news media, and to

capture the diffusion of an arbitrary number of topics in a

social network.

Following another approach, Kasiviswanathan et al.

(2011) propose a dictionary learning-based framework for

detecting emerging topics in social media and related

streams. The overall framework consists of two stages—

first, determining novel documents in the stream, and

subsequently identifying cluster structure among the novel

documents. Finally, Mathioudakis et al. (2010) consider the

problem of early online identification of items that gather a

lot of attention in social media. They model social media

activity using a stochastic model for ‘‘interacting streaming

information sources’’ (ISIS) that intuitively captures the

concept of attention gathering information items. Given the

challenge of the information overload characterizing digital

social activity, they present sequential statistical tests that

enable early identification of attention gathering items.

This effectively reduces the set of items to be monitored in

real time in order to identify pieces of information

attracting a lot of attention.

4.2.2.2 Opinion/sentiment-based approach Given the

rapid growth of social media, people are enabled to express

their views, opinions or emotions on almost anything in

forums, blogs, and on SNS more than ever before. This

applies particularly to political communication, which is

assumed to be of polarizing controversial nature. Opinions

are important because whenever we need to make a deci-

sion we want to hear others’ opinions. This is not only true

for individuals but also for organizations. It becomes thus

increasingly important for political institutions to get a feel

of prevalent sentiment (positive or negative emotions) or

opinions expressed by others about themselves as person or

organization as well as on certain political topics.

In recent years, sentiment analysis or opinion mining

has emerged as a distinct method to study people’s opin-

ions in terms of views, attitudes, appraisals and emotions

towards entities, events and their attributes in a more

thorough way (Liu 2010; Pang and Lee 2008). Until now, it

is difficult for people to find relevant sites, extract related

sentences with opinions, read them, summarize them, and

organize them into usable forms. Automated opinion dis-

covery and summarization systems are thus needed, which

can be accomplished by sentiment analysis (Liu 2010).

Basically, sentiment analysis can be performed based on

two different approaches. The first one is the traditional

dictionary-based classification of sentiment orientation

including polarity (positive, negative, neutral) and strength,

i.e., dictionaries of words annotated with their sentiment

orientation are used to extract sentiment from text.

Recently, sentiment analysis makes use of another

approach based on machine learning where the classifica-

tion of sentiment can be formulated as a learning problem

with three classes: positive, negative and neutral. Here,

sentiment classification can be performed based on super-

vised or unsupervised learning (Liu 2011). Most common

supervised learning methods include naı̈ve Bayesian and

SVM classification, while unsupervised learning methods

mostly make use of the natural language processing tech-

nique called part-of-speech (POS) tagging (see Liu 2011

and Takacs et al. 2007 for more details). Despite many

advances, sentiment analysis still faces many problems

regarding the nature of informal texts with emoticons,

acronyms, amplifications, slang, and sarcasm or irony

(particularly on Twitter and Facebook). In addition, nega-

tion and different contexts or domains might exacerbate the

accurate classification of sentiment.

4.2.2.3 Structural approach Political institutions might

be interested in identifying influential users or opinion

leaders, in particular those who are ideologically or polit-

ically opposed to them. By monitoring those users, political

actors might be able to have certain influence on those

users’ opinion making by some forms of intervention such

as directly seeking dialogs with them. Sometimes, it might

be even more helpful to not only to identify certain polit-

ical opinion leaders, but also to detect influential politically

relevant ‘‘communities’’, particularly those whose mem-

bers frequently mention or talk about them. To find such

influential individuals or communities, we suggest

employing social network analysis methods. Social net-

work analysis is a research field that studies the relations

linking persons, organizations, interest groups, states, etc.,

by analyzing the structure of these relations (Scott and

Carrington 2011). To identify influential users, one has to

measure influence. There are a number of different mea-

sures of influence of an actor in a network. Basically,

influence is determined by many factors, such as the nov-

elty and resonance of their messages with those of their

audience and the quality and frequency of the content they

generate (Romero et al. 2011). In particular, resonance in
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terms of retweets (Twitter) and comments (Facebook and

blogs) can be modeled as edges connecting nodes that

represent users within a social network. In this way, dif-

ferent metrics of the concept of centrality and prestige can

be applied to measure influence (e.g., degree, betweenness

or eigenvector centrality; degree, proximity or rank prestige)

(Freeman et al. 1989; Wasserman and Faust 1994; Scott and

Carrington 2011). Regarding detection of politically relevant

communities, social network analysis might also be useful

with different methods and algorithms. Community detec-

tion in social networks has attracted lots of attention in the

domain of sociology (Gilbert et al. 2011). Some graph the-

oretical approaches such as the Girvan–Newman algorithm

(Girvan and Newman 2002; Auber et al. 2003; Newman and

Girvan 2004) or other clustering methods such as hierar-

chical, k-means and fuzzy c-means clustering (see Prabhu

et al. 2010) have performed better than the others for the

discovery of communities in social networks. Researchers

have also shown interest in discovering changing clusters in

dynamic data (Kalnis et al. 2005) and clustering the evolv-

ing data streams (Aggarwal et al. 2003).

4.2.2.4 Combination of methods In practice, there are

many other analytical issues that are covered not only by a

single, but rather multiple analysis approaches, which

require a combination of different analysis methods. For

example, besides identifying influential actors or opinion

leaders, politicians and parties might also be interested in

revealing political preferences of those actors as well as

their opinions or sentiments on certain political topics. In

such cases, text mining and sentiment analysis techniques

might be applied in addition to social network analysis

methods. As another example, sentiment analysis can be

conducted on topics identified from the topic/issue-related

analysis. However, analyses can also be performed the

other way round. One can first collect emotionally charged

postings and then try to identify topics from that dataset,

i.e., extraction of emotionally charged topics.

The data analysis process as well as the whole frame-

work described above is illustrated in Figs. 3 and 4,

respectively.

5 Tracking and analysis examples

Given the growing relevance of social media, a large

number of social media analytics tools have been devel-

oped for commercial use. However, little is known about

the adopted methodological approaches. The proposed

framework might help tool developers as well as

researchers to systematically identify and implement

appropriate methods for specific issues of analysis and

research questions, respectively. For each of the most rel-

evant analysis methods proposed in the framework (e.g.,

content analysis/text mining, opinion mining/sentiment

analysis, social network analysis etc.), there exist already

many tools. A large number of them provide programing

interfaces to integrate functions into custom tools.

Some of the most important tools are given in the

following:

• Automated content analysis/text mining: WordStat,

LIWC, General Inquirer, etc.

• Manual content analysis/text mining: ATLAS.ti, QDA-

Miner, The Ethnograph, etc.

• Opinion mining/sentiment analysis: SentiStrength,

PolArt, SentiWordNet, etc.

• Social network analysis: Gephi, UCINET, Pajek, etc.

For illustrative purposes, this section provides some

tracking and analysis examples as exemplary practical

implementation of some aspects of our framework described

above. We developed a software prototype, which is able to

gather, store and analyze data from Twitter, Facebook and

specific weblogs (for a detailed specification of the software,

see Stieglitz and Kaufhold (2011)). We applied a simple

test scenario to the real-world environment of political

Fig. 3 Data analysis
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communication in public social networks in Germany. More

specifically, we chose to track and analyze data related to the

current German chancellor Angela Merkel and her political

party CDU, of which she is also the chairwoman, as well as

other biggest political parties in Germany (SPD, FDP, The

Greens, The Left, and Pirate Party). As an example of the

integration of functionalities of other open-source or com-

mercial tools into custom tool, for tracking and storing

tweets we used the codes of ‘‘yourTwapperKeeper’’ (an

open-source version of ‘‘TwapperKeeper.com’’, a free,

publicly available online tool that allows users to download

and archive tweets according to a variety of specifications).

First, during a time period of 1 month (April 2012),

Twitter data based on the name of the chancellor as

tracking keyword (‘‘merkel’’) have been gathered and

analyzed automatically. As a first analysis example, Fig. 5

shows a tag-cloud visualization of the most relevant iden-

tified keywords occurring in Twitter messages that contain

the tracking keyword ‘‘merkel’’. We employed the engine

of another software (‘‘Wordle.net’’) to implement the tag-

cloud visualization functionalities for our prototype.

Next, by applying automated content analysis tech-

niques such as word occurrence and co-occurrence analysis

on the dataset described above, our prototype could iden-

tify the top five topics and illustrate their dynamics during

the analysis period (see Fig. 6).

As a final example of analysis, Fig. 7 shows a visual

representation of a retweet network, in which users are

connected if one has rebroadcast content produced by

another. Users who are often retweeted are identified by

larger node sizes (i.e., higher indegree). The darker the

color of the node, the more active the user is at retweeting

others’ tweets (i.e., the higher the outdegree). We imple-

mented the functionality of network visualization by means

of the API provided by the open-source social network

analysis software ‘‘Gephi’’.

In sum, the illustrative analysis examples shown above

might all be parts of a regular report or real-time dashboard

that aggregates analysis results from different social media

Fig. 5 Tag cloud showing most relevant keywords occurring in

tweets containing the tracking keyword ‘‘merkel’’

Fig. 6 Development of the top five identified topics during analysis

period

Fig. 4 Social media analytics

framework in political context
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platforms. Results of analysis should be presented in a way

that the user (i.e., political institutions in our case) can

make sense of it. The goal is to enable users to rapidly

grasp the evolution in the social landscape and explore

complex data without having to understand all the subtle-

ties of the underlying system.

6 Conclusion

As previous studies have shown, in the last few years social

media have become an important political communication

channel. It enables political institutions and voters to directly

interact with each other. Therefore, political activities might

gain more transparency and citizens might be more involved

into political decision-making processes. However, until

now the potentials of political discussions in social media

involving political institutions could not be exploited suffi-

ciently. One reason for that is a lack of knowledge of pol-

iticians about current topics and discourses on different

social media platforms. Based on an extensive literature

review, we could observe the increasing relevance of and the

need for analyzing political discussions on different social

media platforms such as Twitter, Facebook, and weblogs.

As a main contribution, we proposed a framework for

social media analytics in political context. More specifically,

we outlined various approaches of data tracking and data

analysis as well as corresponding analysis methods that

might help gain a deeper insight into political discussions in

social media. From the practical perspective, the framework

should serve as a guideline for the development of toolsets

aiming at collecting, storing, monitoring, analyzing, and

summarizing politically relevant user-generated content

from social media for political institutions. Even though our

framework focuses on analyzing public data exclusively, we

suggest that political actors should also reflect on ethical

issues which might become relevant when investigating

communication in social media. From the research per-

spective, the framework is of high relevance for the aca-

demic discussion because, to our knowledge, it is the first

comprehensive summary of different social media analytics

approaches and according analysis methods within the

political sphere. Finally, we believe that this framework

could also be adapted to other contexts such as business and

marketing.
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