The Oxford ‘ of
POLITICAL
PSYCHOLOGY

SECOND EDITTON




THE OXFORD HANDBOOK OF

POLITICAL
PSYCHOLOGY



This page intentionally left blank



THE OXFORD HANDBOOK OF

POLITICAL
PSYCHOLOGY

SECOND EDITION

Edited by
LEONIE HUDDY, DAVID O. SEARS
and
JACK S. LEVY

OXFORD

UNIVERSIT



OXFORD

UNIVERSITY PRESS

Oxford University Press is a department of the University of Oxford.
It furthers the University’s objective of excellence in research, scholarship,
and education by publishing worldwide.

Oxford New York
Auckland Cape Town Dar es Salaam Hong Kong Karachi
Kuala Lumpur Madrid Melbourne Mexico City Nairobi
New Delhi ~ Shanghai  Taipei Toronto

With offices in
Argentina  Austria Brazil ~Chile Czech Republic France Greece
Guatemala Hungary Italy Japan Poland Portugal Singapore
South Korea Switzerland Thailand Turkey Ukraine Vietnam

Oxford is a registered trademark of Oxford University Press
in the UK and certain other countries.

Published in the United States of America by
Oxford University Press
198 Madison Avenue, New York, NY 10016

© Oxford University Press 2013

All rights reserved. No part of this publication may be reproduced, stored in a
retrieval system, or transmitted, in any form or by any means, without the prior
permission in writing of Oxford University Press, or as expressly permitted by law,
by license, or under terms agreed with the appropriate reproduction rights organization.
Inquiries concerning reproduction outside the scope of the above should be sent to the Rights
Department, Oxford University Press, at the address above.

You must not circulate this work in any other form
and you must impose this same condition on any acquirer.

Library of Congress Cataloging-in-Publication Data
The Oxford handbook of political psychology/[edited by] Leonie Huddy, David O. Sears,
and Jack S. Levy. — Second edition.
pages; cm
ISBN 978-0-19-976010-7 (pbk.: alk. paper) 1. Political psychology. I. Huddy, Leonie.
JA74.5.094 2013
320.01'9—dc23
2013003195

135798642
Printed in the United States of America
on acid-free paper



CONTENTS

About the Contributors

10.

Introduction: Theoretical Foundations of Political Psychology
LeoNIE HuDDY, DAVID O. SEARS, AND JACK S. LEVY

PART I THEORETICAL APPROACHES

Personality Approaches to Political Behavior
GIAN VITTORIO CAPRARA AND MICHELE VECCHIONE

Childhood and Adult Political Development
DaviD O. SEARS AND CHRISTIA BROWN

Degrees of Rationality in Politics
DEenNIs CHONG

Behavioral Decision-Making
Davip P. REDLAWSK AND RICHARD R. LAU

Emotion and Political Psychology
TED BRADER AND GEORGE E. MARCUS

Toward an Evolutionarily Informed Political Psychology
Jim SIDANIUS AND ROBERT KURZBAN

Genetic Foundations of Political Behavior
CAROLYN L. FUNK

Political Rhetoric
SusaAN CONDOR, CRISTIAN TILEAGA, AND MICHAEL BILLIG

PART IT INTERNATIONAL RELATIONS

Psychology and Foreign Policy Decision-Making
Jack S.LEVY

ix

23

59

96

130

165

205

237

262

301



VI

CONTENTS

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

Perceptions and Image Theory in International Relations
RicHARD K. HERRMANN

Threat Perception in International Relations
JANICE GROSS STEIN

Crisis Management
STEPHEN BENEDICT DYSON AND PAUL ‘T HART

Personality Profiles of Political Elites
Davip G. WINTER

Psychobiography: “The Child is Father of the Man”
JERROLD M. PosT

Conflict Analysis and Resolution

RoNALD J. FiISHER, HERBERT C. KELMAN, AND
SUSAN ALLEN NAN

PART III MASS POLITICAL BEHAVIOR

Political Information Processing
CHARLES S. TABER AND EVERETT YOUNG

Political Communication: Form and Consequence of the
Information Environment

Ni1cHOLAS A. VALENTINO AND YIORYOS NARDIS

Political Ideology
STANLEY FELDMAN

Social Justice
ToM R. TYLER AND JOJANNEKE VAN DER TOORN

Networks, Interdependence, and Social Influence in Politics
ROBERT HUCKFELDT, JEFFERY ]. MONDAK, MATTHEW HAYES,
MATTHEW T. PIETRYKA, AND JACK REILLY

Political Deliberation
C. DANIEL MYERS AND TALI MENDELBERG

334

364

395

423

459

489

525

559

591

627

662

699



CONTENTS VII

PART IV INTERGROUP RELATIONS

23. From Group Identity to Political Cohesion and Commitment 737
LeonNie Hubppy

24. Social Movements and the Dynamics of Collective Action 774
BERT KLANDERMANS AND JACQUELIEN VAN STEKELENBURG

25. Prejudice and Politics 812
DonNALD R. KINDER

26. Migration and Multiculturalism 852
Eva G. T. GREEN AND CHRISTIAN STAERKLE

27. Discrimination: Conditions, Consequences, and “Cures” 890
ANANTHI AL RAMIAH AND MILES HEWSTONE

28. The Psychology of Intractable Conflicts: Eruption, Escalation, and
Peacemaking 923

DANIEL BAR-TAL AND ERAN HALPERIN

Index 957



This page intentionally left blank



ABoOoUT THE CONTRIBUTORS

Ananthi Al Ramiah is Assistant Professor of Social Science (Psychology) at Yale-NUS
College, Singapore. She works in the area of intergroup social psychology and has written
articles on the role of intergroup contact and social identity in reducing prejudice, the
antecedents of intergroup contact, and the impact of diversity on intergroup relations.

Daniel Bar-Tal is Branco Weiss Professor of Research in Child Development and
Education at the School of Education, Tel Aviv University, Israel. He has published 20
books and over 200 articles and chapters in major social and political psychological
journals, books, and encyclopedias. He served as President of the International Society
of Political Psychology and received various awards for his work, including the Lasswell
Award of the International Society of Political Psychology for “distinguished scientific
contribution in the field of political psychology”

Michael Billig is Professor of Social Sciences at Loughborough University, UK. He has
written books on a number of different subjects, including nationalism, psychoanalytic
theory, rhetoric, ideology, and attitudes towards the British royal family. His latest book
is Learn to Write Badly: How to Succeed in the Social Sciences” (published by Cambridge
University Press, 2013).

Ted Brader is Professor of Political Science at the University of Michigan, USA,
and Research Professor in the Center for Political Studies at the Institute for Social
Research. He is the author of Campaigning for Hearts and Minds and currently serves
as Associate Principal Investigator for the American National Election Studies and
Associate Principal Investigator for Time-Sharing Experiments for the Social Sciences.
His research focuses on the role of emotions in politics, political partisanship, media
effects on public opinion, and other topics in political psychology. He serves on the
Governing Council of the International Society of Political Psychology and has served
on the editorial board for the journal Political Psychology.

ChristiaBrownisan Associate Professor of Psychologyand Director of Childrenat Risk
Research Cluster at University of Kentucky, USA. She has written numerous articles on
children’s gender and ethnic stereotypes, understanding of politics, and perceptions
of discrimination. She had been awarded a major grant from the Foundation for Child
Development for her research with Mexican immigrants in elementary schools.

Gian Vittorio Caprara is Professor of Psychology at the “Sapienza” University
of Rome, Italy. His primary research interests focus on personality development



X ABOUT THE CONTRIBUTORS

and assessment, psychosocial adjustment, and personality and politics. He was
President of the European Association of Personality Psychology from 1990 to 1992
and is a member of the Governing Council of the International Society of Political
Psychology.

Dennis Chong is Professor and Chair of the Department of Political Science at the
University of Southern California, USA. He studies American national politics and has
published extensively on issues of decision-making, political psychology, social norms,
rationality, tolerance, and collective action. He is the author of Rational Lives: Norms
and Values in Politics and Society, a study of value formation and change, group
identification, and conflict over social norms and values. He also wrote Collective Action
and the Civil Rights Movement, a theoretical study of the dynamics of collective action
as well as a substantial study of the American civil rights movement and the local and
national politics that surrounded it. This book won the William H. Riker Prize, given by
the Political Economy Section of the American Political Science Association. Professor
Chong’s current research on the influence of information and framing in competitive
electoral contexts has received several national awards, including the APSA’s Franklin
L. Burdette/ Pi Sigma Alpha Prize. An active member of the profession, Professor Chong
has been elected to the Executive Council of the American Political Science Association,
and he is coeditor of the book series Cambridge Studies in Public Opinion and Political
Psychology, published by Cambridge University Press.

Susan Condor is Professor of Social Psychology in the School of Social Political and
Geographical Sciences, at Loughborough University, UK. She has written numerous
articles on vernacular political understanding. Her empirical work combines survey
methodologywith close textual analysis of the contentand structure of political reasoning
in formal political debate and unstructured everyday talk. She has held major research
grants to study national framing in the British press, and identities, policy attitudes,
and constructions of citizenship in the context of regional, English, UK, and European
Union governance.

Stephen Benedict Dyson is Associate Professor of Political Science at the University of
Connecticut, USA. He is the author of The Blair Identity: Leadership and Foreign Policy
and numerous articles on political leaders, political psychology, and foreign policy. He
serves on the editorial board of the journal Foreign Policy Analysis.

Stanley Feldman is Professor of Political Science at Stony Brook University, USA. He is
the President of the International Society of Political Psychology from 2013 to 2014. He
has published numerous papers on the structure and determinants of public opinion and
ideology, values and politics, and the political effects of emotions.

Ronald J. Fisher is Professor of International Peace and Conflict Resolution in the
School of International Service at American University, Washington, DC, USA. His
primary interest is interactive conflict resolution, which involves informal third-party
interventions in protracted and violent ethnopolitical conflict. His publications include



ABOUT THE CONTRIBUTORS XI

a number of books at the interface of social psychology and conflict resolution as well as
numerous articles in interdisciplinary journals including Political Psychology.

Carolyn L. Funk was an associate professor in the L. Douglas Wilder School of
Government and Public Affairs at Virginia Commonwealth University, USA. She has
written numerous articles using twin studies to examine the genetic and environmental
influences on political behavior.

Eva G. T. Green is Senior Lecturer in Social Psychology at the University of Lausanne in
Switzerland. Winner of several grants from the Swiss National Science Foundation, she
has extensively published on prejudice and immigration attitudes, national identity, and
social representations.

Eran Halperin is Senior Lecturer at the new school of psychology at the IDC, Herzliya,
Israel. He got his PhD from the University of Haifa in 2007 (summa cum laude) and
completed postdoctoral training (through a Fulbright Scholarship) at the Department
of Psychology, Stanford University, in 2008. His work integrates psychological and
political theories and methods in order to explain different aspects of intergroup (mostly
intractable) conflicts. Dr. Halperin's main line of research focuses on the role of emotions
and emotion regulation in determining public opinion about peace and equality, on the
one hand, and war and discrimination, on the other. In addition, he is interested in the
psychological roots of some of the most destructive political ramifications of intergroup
conflicts (e.g., intolerance, exclusion, and intergroup violence). The unique case of Israeli
society in general, and the Israeli-Palestinian conflict in particular, motivates his work
and inspires his thinking. Hence, most of his studies are conducted within the context of
this "natural laboratory."

Paul ‘t Hart is a Professor of Public Administration at the Utrecht School of Governance
and Associate Dean at the Netherlands School of Government in The Hague, the
Netherlands. His research interests include political and public sector leadership;
elite behavior and group dynamics in government; policy evaluation and policy
change; and the political psychology of crisis management. His recent books include
Dispersed Democratic Leadership, Framing the Global Meltdown, The Real World of EU
Accountability, How Power Changes Hands, Prime-Ministerial Performance, and the
Oxford Handbook of Political Leadership. He is a coeditor of Political Psychology and
recipient of the Erik Erikson Prize of the International Society for Political Psychology.

Matthew Hayes is an assistant professor at Indiana University, Bloomington, USA.
Professor Hayes’s research and teaching interests primarily focus on political behavior
and racial and ethnic politics, with a particular interest in issues of representation
and how institutions can shape individual political behavior. His current research
investigateshow citizens evaluate representation and whether substantiveand descriptive
representation can maximize satisfaction both for minorities and for whites. In addition
to his primary research in race and representation, Professor Hayes has also conducted
collaborative research with Professors Jeff Mondak and Damarys Canache examining



XII ABOUT THE CONTRIBUTORS

the role of personality in shaping political attitudes and behaviors using survey data from
across Latin and North America. Professor Hayes received his AB from the University
of Chicago in 2006 and his PhD from the University of Illinois at Urbana-Champaign
in 2013.

Richard K. Herrmann is Professor and Chair of the Department of Political Science
at the Ohio State University, USA. He has published numerous pieces on the role
perceptions play in international relations and for five years coedited the International
Studies Quarterly. He has served on the policy planning staff at the US Department
of State and from 2002 to 2011 was Director of the Mershon Center for International
Security Studies.

Miles Hewstone is Professor of Social Psychology at the University of Oxford and Fellow
of New College, UK. He has published widely in the field of social psychology, focusing
on prejudice and stereotyping, intergroup contact, the reduction of intergroup conflict,
sectarianism in Northern Ireland, and segregation and integration. He is a co-founding
editor of the European Review of Social Psychology. He has presented his work to various
public policy bodies and reviews and was recipient of the 2012 Kurt Lewin Award from
the Society for the Psychological Study of Social Issues.

Robert Huckfeldt is Distinguished Professor of Political Science at the University of
California, Davis, USA. He has written several books and a series of articles on the
roles of social contexts and social networks for diffusion, persuasion, and conflict in
politics.

Leonie Huddy is Professor of Political Science and Director of the Center for Survey
Research at Stony Brook University, USA. She has written numerous articles and book
chapters on political psychology, with a focus on the politics of intergroup relations.
Huddy’s research has been funded by the National Science Foundation. She is past editor
of the journal Political Psychology, past president of the International Society for Political
Psychology, and serves on the American National Election Studies (ANES) Board of
Overseers and numerous editorial boards in political science.

Herbert C. Kelman is the Richard Clarke Cabot Professor of Social Ethics, Emeritus, at
Harvard University, USA. A pioneer in the development of interactive problem solving,
he hasbeen engaged for some 40 years in efforts to resolve the Israeli-Palestinian conflict.
His publications include International Behavior: A Social-Psychological Analysis (editor
and coauthor, 1965) and Crimes of Obedience: Toward a Social Psychology of Authority
and Responsibility (with V. Lee Hamilton, 1989). He is past president of the International
Studies Association, the International Society of Political Psychology, and several other
professional organizations.

Donald R. Kinder is the Philip E. Converse Collegiate Professor of Political Science
at the University of Michigan, USA. A Fellow of the Center for Advanced Study in
the Behavioral Sciences at Stanford, the Guggenheim Foundation, and the American



ABOUT THE CONTRIBUTORS  XIII

Academy of Arts and Sciences, Kinder is the author of News That Matters (1987), Divided
by Color (1996), Us against Them (2009), and The End of Race? (2012), among other
works.

Bert Klandermans is Professor in Applied Social Psychology at the VU University,
Amsterdam, the Netherlands. He has published extensively on the social psychology
of political protest and social movement participation. His Social Psychology of
Protest appeared with Blackwell in 1997. He is the editor and coauthor (with Suzanne
Staggenborg) of Methods of Social Movement Research (University of Minnesota Press,
2002) and (with Nonna Mayer) of Extreme Right Activists in Europe (Routledge, 2006).
With Conny Roggeband he edited the Handbook of Social Movements across Disciplines
(Springer, 2007). He is the editor of Social Movements, Protest, and Contention, the
prestigious book series of the University of Minnesota Press and of Sociopedia.isa,
a new online database of review articles published by Sage in collaboration with the
International Sociological Association. He is coeditor of Blackwell/Wiley’s Encyclopedia
of Social Movements.

RobertKurzban is Associate Professorin the Department of Psychology at the University
of Pennsylvania, USA, and currently occupies the Rasmuson Chair of Economics at the
University of Alaska, Anchorage, USA. His research primarily focuses on human social
behavior from an evolutionary perspective. He serves as co-editor-in-chief of Evolution
and Human Behavior, the flagship journal of the Human Behavior and Evolution Society.

Richard R. Lau is Professor of Political Science and Director of the Center for the
Experimental Study of Politics and Psychology at Rutgers University, USA. His research
focuses on information processing, political advertising, and voter decision-making. His
research has been supported by the National Science Foundation, the National Institute
of Health, the Carnegie Corporation, and the Ford Foundation. His most recent book
(with David Redlawsk), How Voters Decide (Cambridge University Press, 2006), won the
2007 Alexander George Award from the International Society of Political Psychology for
the best book in political psychology published in the previous calendar year.

Jack S. Levy is Board of Governors' Professor of Political Science at Rutgers University,
USA. He is past president of the International Studies Association and of the Peace
Science Society. Levy studies the causes of interstate war and foreign policy decision-
making, including prospect theory, misperception and war, intelligence failure, learning
from history, and time horizons. His most recent books include Causes of War (2010)
and The Arc of War: Origins, Escalation, and Transformation (2011), each coauthored
with William R. Thompson.

George E. Marcus is Professor of Political Science at Williams College, USA. He, with
his colleagues, have written a number of books, among them, Political Tolerance and
American Democracy, With Malice toward Some: How People Make Civil Liberties
Judgments, and Affective Intelligence and Political Judgment. He is also the author of The
Sentimental Citizen and Political Psychology: Neuroscience, Genes, and Politics. He



X1V ABOUT THE CONTRIBUTORS

has published in many political science journals and has received grants from the
National Science Foundation, the National Endowment for the Humanities, the Sloan
Foundation, the Ford Foundation, and the Carnegie Corporation, and held a residency
at the Rockefeller Foundation Center in Bellagio, Italy.

Tali Mendelberg is Professor of Politics at Princeton University, USA. She is the
author of The Race Card: Campaign Strategy, Implicit Messages, and the Norm of
Equality (Princeton University Press, 2001), winner of the American Political Science
Association’s Woodrow Wilson Foundation Award for “the best book published in the
United States during the prior year on government, politics or international affairs” She
received the APSA Paul Lazarsfeld Award for the best paper in Political Communication,
the APSA Best Paper Award in Political Psychology, the Carrie Chapman Catt Prize for
Research on Women and Politics (honorable mention), and the Erik H. Erikson Early
Career Award for Excellence and Creativity in the Field of Political Psychology. She has
published articles in the American Political Science Review, American Journal of Political
Science, Journal of Politics, Public Opinion Quarterly, Perspectives on Politics, Political
Behavior, Political Psychology,and Political Communication. Herwork hasbeen supported
by grants and fellowships from the National Science Foundation, the University of
Pennsylvania, Harvard University, and the Center for Advanced Study in the Behavioral
Sciences. She holds a PhD from the University of Michigan. Her areas of specialization
are political communication; gender; race; public opinion; political psychology; and
experimental methods.

Jeffery J. Mondak is the James M. Benson Chair in Public Issues and Civic Leadership
in the Department of Political Science at the University of Illinois, USA. His research
has appeared in numerous journals, including the American Political Science Review,
the American Journal of Political Science, the British Journal of Political Science, and the
Journal of Politics. His most recent book is Personality and the Foundations of Political
Behavior (Cambridge University Press).

C. Daniel Myers is a Robert Wood Johnson Scholar of Health Policy at the University of
Michigan, USA. In the fall of 2013, he will start as Assistant Professor of Political Science
at the University of Minnesota, USA. His research focuses on the political psychology of
democratic deliberation and other forms of political communication. His dissertation,
“Information use in Small Group Deliberation,” won the American Political Science
Association’s Experimental Research Section 2011 Best Dissertation Award.

Susan Allen Nan is Associate Professor of Conflict Analysis and Resolution and Director
ofthe Center for Peacemaking Practice at the School for Conflict Analysis and Resolution
at George Mason University, USA. Her main focus is on reflective practice and research
that emerges from practice contexts. She has substantial expertise in intermediary roles
and coordination among intermediaries, evaluation of conflict resolution initiatives,
and theories of change and indicators of change in conflict resolution practice. She has
engaged long term in conflict resolution in the Caucasus, as well as contributing to a



ABOUT THE CONTRIBUTORS XV

variety of conflict resolution initiatives in the United States, eastern Europe, Eurasia, the
Caribbean, South America, and Africa.

Yioryos Nardis is a PhD candidate in Communication Studies at the University of
Michigan, USA. His research focuses on political communication from a comparative
perspective. Heis currently examining citizen apathy toward European Union integration
and the role of the media in fostering engagement in EU politics.

Matthew T. Pietryka is a lecturer and postdoctoral fellow at the University of California,
Davis, USA. He studies political communication and the role of social networks in
political behavior.

Jerrold M. Post, M.D., is Professor of Psychiatry, Political Psychology, and International
Affairs, and Director of the Political Psychology Program at George Washington
University, USA. He was the founding director of the CIAs Center for the Analysis of
Personality and Political Behavior, where he took the lead in preparing the Camp David
profiles of Menachem Begin and Anwar Sadat. Dr. Post is author and/or editor of 11
books, including The Psychological Assessment of Political Leaders, and Leaders and Their
Followers in a Dangerous World.

David P. Redlawsk is Professor of Political Science and Director of the Eagleton
Center for Public Interest Polling at Rutgers University, USA. His most recent
book with Caroline Tolbert and Todd Donovan is Why Iowa? How Caucuses and
Sequential Elections Improve the Presidential Nominating Process (2011, University of
Chicago Press). With Richard Lau he is the author of How Voters Decide: Information
Processing in Election Campaigns (2006, Cambridge University Press) winner of the
2007 Alexander L. George Best Book Award from the International Society of Political
Psychology. His research has been supported by multiple research grants from the
National Science Foundation. He currently coedits the journal Political Psychology.

Jack Reilly is a PhD candidate in Political Science at the University of California, Davis,
USA. He studies social networks and political discussion, with a focus on the political
behavior and communication patterns of socially isolated individuals.

David O. Sears is Distinguished Professor of Psychology and Political Science at the
University of California, Los Angeles, USA. He is a coauthor of Obama’s Race: The 2008
Election andthe Dream of a Post-racial America (2010) and The Diversity Challenge (2008).
He received his PhD in Psychology from Yale University and is a former president of the
International Society for Political Psychology and a former Dean of Social Sciences at
UCLA.

Jim Sidanius is Professor in the departments of Psychology and African and African
American Studies at Harvard University, USA. He received his PhD at the University
of Stockholm, Sweden, and has taught at several universities in the United States and
Europe, including Carnegie Mellon University, the University of Texas at Austin,
New York University, Princeton University, the University of Stockholm, Sweden, and



XVI ABOUT THE CONTRIBUTORS

the University of California, Los Angeles. He has authored some 270 scientific papers.
His primary research interests include the interface between political ideology and
cognitive functioning, the political psychology of gender, institutional discrimination
and the evolutionary psychology of intergroup conflict.

Christian Staerklé is Associate Professor of Social Psychology at the University of
Lausanne in Switzerland. He has widely published on intergroup attitudes, cultural
beliefs, and political legitimacy and has obtained many research grants from national
and international research organizations. Staerklé is codirector of the social psychology
graduate school of the universities of Geneva and Lausanne.

Janice Gross Stein is the Belzberg Professor of Conflict Management and the Director
of the Munk School of Global Affairs at the University of Toronto, Canada. Her recent
research focuses on the psychological dimensions of security and the changing meanings
of humanitarianism.

Charles S. Taber is Professor of Political Science and Dean of the Graduate School at
Stony Brook University, USA. He has written several books and many articles on political
psychology and computational modeling in the social sciences. Winner of nine research
grants from the National Science Foundation, Taber is a past editor of the journal Political
Psychology and serves on numerous editorial boards in political science.

Cristian Tileaga is Lecturer in Social Psychology and member of the Discourse and
Rhetoric Group at Loughborough University, UK. His research focuses on developing
critical approaches for researching social and political life. He has written extensively
on political discourse, the critical psychology of racism, collective memory, and social
representations of national history. He is the author of Political Psychology: Critical
Perspectives (forthcoming, Cambridge University Press) and Discourse Analysis
and Reconciliation with the Recent Past (Romanian). He is coediting Psychology and
History: Interdisciplinary Explorations (with Jovan Byford, Open University) and serves
on editorial and advisory boards of international journals in Romania, Brazil, and
Germany.

Tom R. Tyler is the Macklin Fleming Professor of Law and Professor of Psychology
at Yale University, USA. His research explores the dynamics of authority in groups,
organizations, and societies. In particular, he examines the role of judgments about
the justice or injustice of group procedures in shaping legitimacy, compliance, and
cooperation. He is the author of several books, including The Social Psychology of
Procedural Justice (1988); Social Justice in a Diverse Society (1997); Cooperation in Groups
(2000); Trust in the Law (2002); Why People Obey the Law (2006); and Why People
Cooperate (2011).

Nicholas A. Valentino is Professor of Political Science and Research Professor in the
Institute for Social Research at the University of Michigan, USA. He specializes in
political psychological approaches to understanding public opinion formation, political



ABOUT THE CONTRIBUTORS XVII

socialization, information seeking, attitude change, and electoral behavior. His work
employs experimental methods, online and laboratory surveys, and content analyses
of political communication. His previous work has focused on the intersecting roles of
racial attitudes and emotion in support for public policies related to race. He is currently
exploring the causes of public opinion on issues related to globalization including
immigration, terrorism, and job transfers in the United States and around the world.

Jojanneke van der Toorn is Assistant Professor in the Department of Psychology at
Leiden University, the Netherlands. She holds MA degrees in Organizational Psychology
and Cultural Anthropology from the Free University of Amsterdam and a PhD in Social
Psychology from New York University. Her research focuses on processes of legitimation
and the social psychological mechanisms implicated in social change and resistance to it.
Her work has appeared in the American Sociological Review, the Journal of Experimental
Social Psychology, Political Psychology, and Social Justice Research.

Jacquelien van Stekelenburg (PhD, VU University Amsterdam, 2006) is Associate
Professor of Sociology at the VU University, Amsterdam, the Netherlands. She researches
the social psychological dynamics of protest, with a special interest in identification,
emotions, and ideologies as motivators for collective action.

Michele Vecchione is a researcher in psychology at the “Sapienza” University of Rome,
Italy. His research interests focus on political psychology, multivariate statistics in the
field of personality and social psychology, personality assessment, socially desirable
responding and response biases, the role of individual differences in predicting
individuals’ preferences and performance, the issue of measurement invariance across
cultural contexts and administration modes, and the longitudinal investigation of
stability and change in personality.

David G. Winter is Professor of Psychology at the University of Michigan, USA. Within
the field of personality and social psychology, his research focuses on power and power
motivation, the motivational bases of leadership, and the psychological aspects of
conflict escalation and war. He is the author of Personality: Analysis and Interpretation
of Lives, as well as numerous articles in professional journals. He has been President
and Councilor of the International Society of Political Psychology, and has received the
society’s Lasswell Award for scientific contributions.

Everett Young received his PhD in political science from Stony Brook University,
USA, in 2009. He has taught courses in political psychology, American politics, and
methodology at Florida State University and Washington University in St. Louis. He
resides in Tallahassee, FL.



This page intentionally left blank



CHAPTER 1

......................................................................................................

INTRODUCTION

theoretical foundations of
political psychology

......................................................................................................

LEONIE HUDDY, DAVID O. SEARS,
AND JACK S. LEVY

PorrticaL psychology, at the most general level, is an application of what is known
about human psychology to the study of politics. It draws upon theory and research on
biopsychology, neuroscience, personality, psychopathology, evolutionary psychology,
social psychology, developmental psychology, cognitive psychology, and intergroup
relations. It addresses political elites—their personality, motives, beliefs, and leadership
styles, and their judgments, decisions, and actions in domestic policy, foreign policy,
international conflict, and conflict resolution. It also deals with the dynamics of mass
political behavior: voting, collective action, the influence of political communications,
political socialization and civic education, group-based political behavior, social justice,
and the political incorporation of immigrants.

Since the publication of the first edition of the Oxford Handbook of Political Psychology
in 2003, the field of political psychology has grown significantly. Research has been
fueled by a mix of age-old questions and recent world events as social psychologists and
political scientists have turned to psychology to understand the origins of political con-
servatism (Jost, Glaser, Kruglanski, & Sulloway, 2003 ), the historic election of an African
American president in the United States (Tesler & Sears, 2010), spectacular acts of inter-
national terrorism such as the 2004 Madrid and the 2005 London train bombings and
the September 11 attacks in the United States (Crenshaw, 2000; Lerner, Gonzalez, Small,
& Fischhoff, 2003; Pyszczynski, Solomon, & Greenberg, 2003), anti-immigrant senti-
ment (Sniderman, Hagendoorn, & Prior, 2004; Sniderman & Hagendoorn, 2007), the
failure of expert judgment (Tetlock, 2005), and the underpinnings of collective action
(Simon & Klandermans, 2001).

Enlivened interest in the topics addressed by political psychologists goes hand in
hand with a strong and increasingly global organization, the International Society of
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Political Psychology (ISPP), and the growing circulation of Political Psychology, its well-
respected journal. The journal has grown in stature in recent years. It ranked 12th in
political science and 19th in social psychology in terms of its two-year impact factor in
the 2011 Journal Citation Reports database, and was ranked even more highly in terms
of its five-year impact (9th in political science and 14th in social psychology in 2011).
There are also vibrant political psychology sections of major national and regional orga-
nizations such as the organized section of the American Political Science Association
(APSA) and the European Consortium for Political Research (ECPR) Standing Group.

There is also an increased number of textbooks devoted to the field. Since the first ver-
sion of this Handbook several good undergraduate texts devoted solely to political psy-
chology have been published, including textbooks by Cottam, Dietz-Uhler, Mastors, and
Preston (2010), Houghton (2009), Marcus (2012), a reader by Jost and Sidanius (2004),
and a graduate-level text by McDermott (2004) on political psychology and international
relations. Several major presses, including Cambridge, Oxford, and Routledge, now have
book series in political psychology. There is also a steady stream of monographs published
in the field each year, leading to the existence of three annual book prizes dedicated to
political psychology: the Robert E. Lane book prize awarded by the Political Psychology
Section of the American Political Science Association, and the Alexander George and
David O. Sears prizes awarded by the International Society for Political Psychology.

The current edition of the Handbook takes stock of the past decade’s developments in
political psychology, building closely on the 2003 Oxford Handbook of Political Psychology
(Sears, Huddy, & Jervis, 2003), and more loosely on two previous volumes: Handbook of
Political Psychology (Knutson, 1973) and Political Psychology (Hermann, 1986). In this
second edition of the Oxford Handbook of Political Psychology widely respected political
scientists and psychologists summarize what psychology has contributed to our under-
standing of the political behavior of both political elites and ordinary citizens, and the
insights into basic psychology obtained from research on political behavior. The chap-
ters in the Handbook provide an overview of key terms, major theories, and cutting-edge
research within both psychology and political science and will be an essential reference
for scholars and students interested in the intersection of these two fields.

We designed the Handbook to provide a comprehensive and expertly distilled
account of research in many subfields of political psychology for both the beginning
graduate student and the more advanced scholar who may be new to a specific subfield
or topic. But we should note that the original Handbook will remain a useful reference
because it contains topics and discussions that are omitted from the current volume.
Moreover, political psychology is a diverse and growing subfield and by necessity not all
topics could be included in a single volume. We thought long and hard about a number
of chapters that did not make it into this volume, including neuropolitics, the political
psychology of terrorism, political impression formation, and the political psychology
of obedience. These topics are touched on within different chapters but may constitute
distinct chapters in a future edition of the Handbook.

In compiling this volume, we acknowledge the growing international flavor of con-
temporary political psychology, which explores topics as diverse as the dynamics of
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American presidential elections, resistance to immigration in a globalized economy,
and the role of emotion and threat in the decisions of political leaders. Where possible,
authors of chapters in this volume have chosen examples of good political psychology
research from around the globe, demonstrating the broad explanatory power of com-
mon psychological forces within different polities. Cognitive biases, authoritarianism,
patriotism, ethnocentrism, and social conformity are not constrained by geographic
boundaries but seem evident throughout the world, albeit in interaction with specific
cultures and political systems.

1. WHAT IS POLITICAL PSYCHOLOGY?

At its core, political psychology concerns the behavior of individuals within a specific
political system. Psychology alone cannot explain the Holocaust, intractable conflicts,
war, or most other behavior of states or collective political actors in complex envi-
ronments. Individuals do not act within a vacuum. Their behavior varies with, and
responds to, differences in political institutions, political cultures, leadership styles,
and social norms. As Levy notes in his chapter in this volume, psychology influences
foreign policy behavior primarily through its interaction with specific aspects of the
international system, national governments, and distinct societies. The same logic
applies to a wide range of different phenomena. Consider research on authoritarian-
ism. Do we look to the behavior of leaders or their followers to understand why citizens
in the 1930s and 1940s followed fascist leaders who persecuted and killed millions of
people? Were the atrocities committed in Nazi Germany and Stalinist Russia a func-
tion of political leadership, the support (acquiescence) of the public, or both? Some
scholars attribute the Holocaust squarely to the psychology of authoritarian followers
(Adorno, Frenkel-Brunswik, Levinson, & Sanford, 1950); others view it as a function
of leadership and the pervasive human propensity to obey authority (Milgram, 1974);
still others view it as the reaction of authoritarian individuals to social and political dis-
cord (Feldman & Stenner, 1997). In the end it is difficult to believe that someone with
authoritarian tendencies will behave in exactly the same way under a fascist regime as
in aliberal democracy.

A complex mix of individual psychology and political context also shapes public
reactions to terrorism. Public support for anti-terrorism policies depends on how
a threatened government reacts, the government’s perceived competence and effec-
tiveness in combatting terrorism, and a person’s felt vulnerability to a future terrorist
event. External forces such as the strength of government national security policy or
terrorist determination and capabilities vary over time and across contexts, and they
influence, in turn, whether a citizen feels anxious or angry in response to a terrorist
event. Powerful terrorists and a weak government tend to generate anxiety among
a threatened population, whereas a powerful government and weak terrorists will
likely generate feelings of anger. Moreover, not everyone responds to threat in the
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same way, and individual psychological dispositions play an added role in determin-
ing whether someone reacts to terrorism with anger or anxiety. In general, a society
dominated by feelings of anger may support aggressive antiterrorism action, whereas
a population dominated by feelings of anxiety may oppose aggressive action that
exacerbates the risk of terrorism (Huddy & Feldman, 2011; Lambert et al., 2010).
Neither individual psychology nor political circumstances alone is likely to fully
explain these reactions.

In a more general sense, questions about public reactions to terrorism or an authori-
tarian response to fascist rule are closely linked to one of the perennial questions raised
by political psychology: how well are citizens equipped to handle their democratic
responsibilities (Le Cheminant & Parrish, 2011)? Can they deliberate over the issues of
the day fairly to arrive at a reasoned judgment, or conversely do they succumb to inter-
necine enmities and fall victim to irrational intolerance? Many of the chapters in this
Handbook grapple with such issues, underscoring the democratic capabilities of the citi-
zenry while highlighting ways in which leaders and citizens fall short of the democratic
ideal. The question of a citizenry’s democratic competence is addressed very directly
in the chapter by Myers and Mendelberg as they consider the psychology of political
deliberation and the conditions under which it conforms to the democratic ideal of free,
equal, and open dialogue. In reality, both citizens and leaders exhibit distorted reason-
ing and a slew of cognitive and emotional biases that are well cataloged in this volume.
Partisan resistance to new information, ethnocentric reactions to immigrants, auto-
matic and preconscious reactions to a political candidate’s facial features, greater risk-
taking in the face of losses than gains—the list goes on. Many of these same processes are
at work among political leaders for whom partisan loyalties loom large, threat impairs
their ability to deliberate rationally, and emotions such as humiliation and anger affect
their political decisions. In that sense leaders are vulnerable to emotional and cognitive
psychological biases similar to those observed within the electorate.

Yet democratic societies work, more or less, and political psychology has focused in
recent years on individual differences among citizens to explain why a characterization
of the public as biased, ethnocentric, fearful, or any other singular characterization is
erroneous. Individual differences grounded in early socialization, genetic makeup,
social context, and personality generate liberals and conservatives, Social Democrats
and Christian Democrats, tolerant and intolerant individuals, more and less well
informed citizens, and sectarian partisan elites. Politics emerges from such individual
differences, leading to political disagreements that are visible and widely debated within
well-functioning democratic societies. Even if citizens engage in biased reasoning, com-
peting arguments are pervasive and difficult to avoid completely; the passionate are free
to make their case, and the dispassionate can evaluate their efforts and arguments. The
democratic process may be messy, unsatisfying, and frustrating, but it is inherently psy-
chological. As scholars we need to know something about both a political system and
human psychology to make sense of it. The interplay of psychology and politics, espe-
cially within democratic processes, is a central theme of this volume and lies at the core
of many of its chapters.
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2. INTELLECTUAL UNDERPINNINGS OF
POLITICAL PSYCHOLOGY

As we noted in the earlier edition of this Handbook, there is no one political psychology
(Sears et al., 2003). Rather, researchers have employed a number of different psycho-
logical theories to study political behavior and attitudes. Some theories are more appro-
priate than others for analyzing certain political phenomena, as seen in many of the
chapters in the Handbook. For example, in contemporary political psychology Freudian
psychodynamics is commonly applied to questions concerning the psychology of politi-
cal leaders, and discourse theory is applied specifically to the analysis of political rheto-
ric and communications. But some of the psychological approaches employed across
these chapters are marshaled to understand diverse political phenomena. For example,
the influence of cognitive and emotional processes on elite and citizen decision-making
is discussed in a number of chapters. Basic aspects of the affective and cognitive sys-
tem such as the link between anger and risk seeking or the limits of working memory
and attention have broad ramifications for the study of political behavior across diverse
political topics. To deepen insight into the intellectual underpinnings of political psy-
chology, we lay out the major classes of psychological theories that have been applied
to the study of political behavior (see also Cottam et al., 2010; Marcus, 2012; Sullivan,
Rahn, & Rudolph, 2002). Each of the broad approaches we discuss contains several dif-
ferent theories and concepts yet are brought together by their focus on broadly similar
psychological processes and mechanisms.

2.1. Rational Choice

Over the last five to six decades, rational choice theory has been a major influence on
political science models of both elite and mass political behavior. This is understand-
able since democratic theory is predicated on the notion of a well-informed citizenry
capable of handling and digesting information on issues of the day to arrive at well-
informed decisions. As Chong explains in this Handbook, rational choice theory is built
on a set of basic assumptions about human behavior that resemble the requirements
for a well-functioning citizenry: first, individuals have consistent preferences over
their goals, which are often defined as the pursuit of economic self-interest; second,
individuals assign a value or utility to these goals; and third, probabilities are assigned
to the different ways of achieving such goals. This culminates in Chong’s definition of
rational choice as “choosing the course of action that maximizes one’s expected utility.
If utilities, or goals, are equated with economic self-interest, as they often are, a rational
choice model predicts that an individual will be motivated to act in ways that are most
likely to pay the highest financial dividend. In politics, this translates into support of
candidates and policies that are most likely to improve voters’ economic bottom line
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and benefit them personally. Expectancy-value theory was formalized in psychology
as an early version of the rational choice idea (Edwards, 1954; Fishbein & Ajzen, 1975).

As Chong notes in this Handbook, however, pure rationality is something of a fic-
tion when applied to human behavior. Downs (1957) was the first to identify the para-
dox of voting, a major problem for rational choice theory, in which the costs of voting
far exceed its expected benefit to one’s self-interest, suggesting that it is irrational even
though frequently practiced (see also Green & Shapiro, 1994). Since Downs, it has
become increasingly clear that neither leaders nor citizens make entirely rational politi-
cal decisions. Nonetheless, in many branches of political science, researchers are only
slowly moving away from a rational model of human behavior. At the forefront of this
effort lies pioneering research by social psychologists on systematic biases in human
decision-making (Kahneman, 2011; Kahneman, Slovic, & Tversky, 1982).

In the Handbook, Stein provides a succinct account of a rationalist approach to threat
in the field of international relations and highlights its inadequacy to fully explain
elite behavior and decision-making. She documents a number of cognitive, motiva-
tional, and emotional biases that distort elite threat perceptions and reactions to threat.
Herrmann attributes elites’ images of other nations, in part, to similar cognitive and
emotional biases; these images shape, in turn, elite responses to the actions and per-
ceived intentions of other nations in which friend and foe are clearly distinguished. Levy
develops this theme further and summarizes prospect theory (Kahneman & Tversky,
1979) as an alternative to rationalist expected utility as a theory of choice under condi-
tions of risk. In something of an exception, however, Dyson and ‘t Hart caution against
an excessive focus on cognitive and emotional biases among elite decision-makers and
argue instead for a more pragmatic view of rationality, which they define as the best
decision possible under current resource constraints.

At the level of mass politics, among the earliest challenges to rational choice were
observations that major political attitudes were in place well before adults began con-
templating the political arena, in studies of political socialization and voting behav-
ior (see the chapter by Sears and Brown). Later challenges came from Kahneman and
Tversky’s findings on cognitive heuristics and biases, which blossomed into the sub-
field of behavioral decision theory and behavioral economics (Camerer, Loewenstein,
& Rabin, 2004), fields that intersect quite closely with political psychology. Behavioral
economics and other well-documented psychologically based deviations from rational-
ity are discussed at some length in the chapter by Redlawsk and Lau on citizen political
decision-making. Tyler and van der Toorn also note in their chapter that justice consid-
erations often lead citizens to make political decisions that are at odds with their rational
self-interest.

In conclusion, it is difficult to overstate the importance of rational choice theory
as a foundational basis for democratic theory and a stimulus to political psychology
research. Its emphasis on the structure of information, careful deliberation, and weight-
ing of one’s interests as essential to the formation of informed positions on political mat-
ters continues to serve as a baseline for much political psychology research. Rational
choice theory may provoke political psychologists to document the ways in which
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human behavior fails to conform with its stringent expectations, but even in that role
it is highly influential. Moreover, even to political psychologists the public’s democratic
shortcomings are cause for consternation no matter how well explained psychologically,
suggesting some lingering desire for the normative standard of rational deliberation and
well-informed political decisions.

2.2. Biopolitics

Opver the last decade or so, social scientists have begun to view human behavior through
the prism of biology with intriguing results: neuroscience sheds light on information
processing and emotion, evolutionary psychology underscores the biologically adap-
tive role of various social behaviors, and behavioral genetics uncovers the heritability of
many social and political behaviors (Hatemi & McDermott, 2011). Political psychology
is also beginning to adopt this perspective, leading to a key focus on biological reason-
ing and evidence in several chapters in the volume, and a passing reference to biological
evidence in many others.

At one level an explanation of human behavior grounded in evolutionary thinking
seems entirely consistent with a focus on rationality since human behavior is func-
tional within evolutionary theory, geared toward enhanced reproductive fitness via
the process of natural selection. In the Handbook, Sidanius and Kurzban outline the
basic principles of evolutionary psychology, examining the adaptive biological and
reproductive benefits of many social and political behaviors, including cooperation
and coordination. But whereas classic rational choice theory is focused on individual
goal seeking and reward, evolutionary psychology grapples increasingly with the ben-
efits of social and political behavior to the collective linked to the controversial theory
of group selection (Wilson & Wilson, 2008). In that vein, Sidanius and Kurzban state
succinctly and somewhat provocatively that “adaptations for political psychology are
driven by the possibility of fitness gains through coordinated, cooperative activity
with conspecifics” Such deviations from individual rationality are of central interest to
political psychology.

Evolutionary psychology focuses on attributes of psychology common to all mem-
bers of the species, but some questions tackled by biopolitics deal with marked individ-
ual variation in human behavior. Why are some people open to experience and others
closed, or some conscientious and others not? In her chapter, Funk picks up where
Sidanius and Kurzban leave off, providing an overview of major approaches to the study
of genetic influences on political behavior that explain individual differences. She evalu-
ates the degree to which different facets of political behavior can be traced back to genes
and concludes that genes have extensive influence on political behavior, with heritability
shaping a range of fundamental political orientations and behaviors, including politi-
cal ideology, partisan identity, strength of partisanship, and political participation. This
work raises many intriguing questions about the biological mechanisms through which
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genes influence political behavior, and Funk notes a number of studies in which political
behavior is traced to specific genetic alleles that govern known biological processes.

Other chapter authors allude in passing to the growing field of biopolitics. Brader and
Marcus discuss developments in the neural understanding of emotions, and Stein con-
siders similar research in reference to the perception of threat among political elites.
Huddy notes biological evidence in support of the primacy of in-group attachments, the
speed with which in-group and out-group distinctions form in the brain, and the power
of hormones such as oxytocin to generate positive in-group feelings. Kinder considers
the possible genetic bases of racial prejudice. Dyson and ‘t Hart note research in which
loss activates fear centers of the brain, helping to uncover the biological bases of loss
aversion. Attention to the biological bases of political behavior will hopefully reinforce
existing insights into political behavior, and help to identify basic biological pathways
that may be central to an understanding of political psychology.

2.3. Personality and Psychodynamics

Many political psychologists have examined an individual’s personality or character-
ological predispositions to explain the behavior of political leaders and the ideological
choices of citizens. Personality is usually defined as a collection of relatively persistent
individual differences that transcend specific situations and contribute to the observed
stability of attitudes and behavior. In the last 10 years, political psychologists have
shown renewed interest in stable personality traits and their effects on political attitudes
and behavior based, in part, on growing consensus on the basic structure of personality
traits.

Psychologists commonly identify five basic clusters of personality characteristics
or traits—neuroticism, openness to experience, extraversion, conscientiousness, and
agreeableness—commonly referred to as the five-factor or Big Five framework of per-
sonality. These dimensions are described in some detail and their links to political ideol-
ogy examined in the Handbook by Caprara and Vecchione. The five-factor model has
broad influence in political psychology and is touched on in Handbook chapters by
Feldman, Funk, Taber and Young, Huckfeldt, and colleagues, and Winter. Caprara and
Vecchione go beyond conventional accounts of personality within political psychol-
ogy, however, to suggest that personality is broader than just traits and incorporates
political values, such as egalitarianism and the need for security. These basic political
values explain individual differences in political attitudes to an impressive degree, as
discussed in the chapter on ideology by Feldman. Winter takes a similarly broad view
of personality in his chapter on political elites, drawing on social context, personality
traits, cognitions, and motives to analyze individual differences in elite behavior and
decision-making.

Sigmund Freud had a great deal of influence on early political psychologists because
his psychoanalysis of specific individuals lent itself well to the analysis of the personali-
ties of specific political leaders. Harold Lasswell, in his Psychopathology of Politics (1930),
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was a pioneer in analyzing the personalities of political activists in terms of the uncon-
scious conflicts that motivated their political activities. This approach led to numer-
ous psychobiographies of famous leaders, such as the analysis of Woodrow Wilson by
George & George (1956), or of Martin Luther by Erik Erikson (1958). Post employs an
idiographic approach to perceptively analyze the personality of political leaders from a
psychoanalytic perspective. This idiographic approach to personality and politics can be
contrasted with the nomothetic approach discussed by Carprara and Vecchione, which
statistically places large numbers of people at various positions on specific dimensions
of personality.

Feldman adds an important caveat to the study of personality and politics, under-
scoring the critical interplay between personality traits and political systems. As he
notes, political ideology is not simply a proxy for personality. Conservatives may be less
open to experience than liberals, but how personality traits map onto political ideology
within a given political system also depends on the structure of political parties, their
number, strategically adopted issue positions, and additional religious-secular, racial,
and other powerful cleavages within a society. In the end, personality is an important
recent addition to the study of political psychology, but it cannot be considered in isola-
tion from political context.

2.4. Cognitive and Affective Psychology

Cognitive psychology and neuroscience have had profound influence on political psy-
chology through their discovery of key features of the cognitive system: limited atten-
tion and working memory, implicit attitudes that lie outside conscious awareness, the
rapid formation of habitual mental associations, and the interplay of affect and cog-
nition. In essence, the cognitive system is highly efficient, processing a great deal of
information with relatively little mental exertion. Under appropriate conditions, indi-
viduals can override the human tendency toward fast and efficient decision-making
(Kahneman, 2011). But political decision-making is often beset with biases that privi-
lege habitual thought and consistency over the careful consideration of new infor-
mation. This is not always bad. Indeed, in the realm of consumer and other choices
such fast gut-level decisions are often superior to reasoned thought. But in the realm
of politics, reliance on this form of reasoning privileges consistency through the
process of motivated reasoning in which disagreeable or challenging information is
quickly rejected. This can lead, in turn, to biased and suboptimal political decisions
(Bartels, 1996).

In myriad ways, cognitive psychology has undermined the rational choice model of
elite and public decision-making, and we briefly describe how awareness of each aspect
of the cognitive system has shaped the study of political psychology over the last decade.
Much of this research is dedicated toward understanding how well (or poorly) demo-
cratic citizens function and the degree to which they deviate from the normative ideal of
rational decision-making.
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2.4.1. Cognitive Economy

Clear limits on human information-processing capacity underlie the widespread use of
cognitive heuristics or shortcuts, which can distort the decision-making of elites (Jervis,
1976; Larson, 1985) and members of the public. These limits often lead to what Simon
(1957) refers to as “bounded rationality;,” discussed at some length in the Handbook
chapter by Chong.

Levy discusses the impact of cognitive biases on foreign policy decision-making.
He distinguishes between “cold,” cognitive biases and “hot,” affective biases. Cold
biases are based on the application of straight cognitive heuristics such as anchor-
ing, in which prior probability assessments exert a disproportionate weight and in
which the updating of priors based on new information is slow and inefficient. Hot
motivated biases, such as wishful thinking and cognitive consistency, help to preserve
the integrity of one’s belief system. Such biases in adulthood force an examination of
the origins of attitudes and beliefs that require such vigorous defense, as developed
in the chapter on childhood and adult development by Sears and Brown. Elite reli-
ance on efficient cognitive biases is further developed in the chapter by Herrmann, in
which he discusses the underpinnings of enemy images held by one nation’s leaders of
another.

Redlawsk and Lau turn to the use of cognitive heuristics among citizens and review
work on behavioral decision theory, contrasting normative models with behavioral
descriptions of how ordinary people make political decisions. Here too the cognitive
limits on rationality lead to a variety of problem-solving strategies that involve cogni-
tive shortcuts. The use of mental shortcuts is not necessarily pernicious, however. The
chapters by Taber and Young and by Redlawsk and Lau suggest that the use of cognitive
shortcuts for reasoned political deliberation may not be as bad for mass political deci-
sion-making as once feared (also see Lau & Redlawsk, 1997). Dyson and ‘t Hart make a
similar point, underscoring the benefits of heuristic reasoning for elite decision-makers
facing a crisis.

The need for cognitive efficiency and an awareness of the low priority of politics for
many citizens leads to a particular focus within political psychology on information: cit-
izens’ depth of knowledge, how political information is acquired, and the sources to
which citizens turn to acquire it. In the Handbook, Valentino & Nardis discusses
Americans’ relatively low levels of political knowledge. Huckfeldt, Mondak and col-
leagues explore in considerable detail the role of everyday conversation partners in con-
veying political information (and influence). They specifically discuss the role played by
politically expert discussion partners and find that conversation with such knowledge-
able individuals is reasonably common and influential, even if their arguments are not
necessarily held in high regard. This provides an example of how citizens can reduce the
effort involved in acquiring knowledge by obtaining political information from others
within their immediate social circles.
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2.4.2. Implicit Attitudes and Automaticity

Conscious cognitive activity is a limited commodity, and decisions are often made, and
opinions influenced, by information outside conscious awareness. In reality, the brain is
largely devoted to monitoring the body, and most of its activity lies outside conscious-
ness, reserving conscious thought for important higher-level activities. Political psy-
chologists might regard political decisions as a high-level activity warranting conscious
deliberation, yet political attitudes can be influenced by information of which someone
may be unaware. Taber and Young discuss this phenomenon most fully in their chapter,
focusing on implicit attitudes that exist outside conscious awareness, and the automatic-
ity of preconscious attitude activation. They characterize implicit attitudes as affective
in nature, fast to take effect, and as interacting with explicit attitudes in various ways
that deserve further research scrutiny. Several chapters discuss the widely used Implicit
Association Test (IAT; Greenwald, McGhee, & Schwartz, 1998). Kinder extends this
discussion to implicit racial attitudes, examining their nature and political effects. In
their chapter, Al Ramiah and Hewstone note the influence of implicit attitudes on inter-
group discrimination, including racially discriminatory behavior. Overall, the political
influence of implicit attitudes and automaticity has been examined in a growing number
of research studies concerned with racial attitudes, candidate choice, and the effects of
political campaign ads.

Valentino and Nardis weave a discussion of preconscious attitudes into their chapter
on political communication, in which they assesses the power of campaign ads, news
media content, and other media coverage to sway the public. They regard preconscious
attitudes as a source of consistency in political belief, concluding that “what we think of
as political deliberation is mostly the post-hoc rationalization of pre-conscious evalua-
tions.” In other words, preconscious attitudes serve as attitudinal ballast that prevents
someone from being readily persuaded by any one political message; in essence, con-
trary information is coded as disagreeable and rejected even before it is consciously con-
sidered. In that sense, preconscious attitude activation serves as a useful counterweight
to persuasive political rhetoric.

The notion of automaticity shares an intellectual link with behaviorist theories that
were much in vogue in the middle half of the 20th century. One version of behaviorist
theories emphasizes the learning of long-lasting habits, which in turn guide later behav-
ior. They were inspired by the classical conditioning studies of Pavlov, who showed that
dogs could be conditioned to salivate at the sound of a bell if it were always followed by
food; by the instrumental conditioning studies of Watson and Skinner, who showed that
animals could develop complex habits if their behavior proved instrumental to the sat-
isfaction of their basic needs such as hunger or thirst; and the imitative learning exam-
ined by Bandura, who showed that children would engage in imitative behavior without
any involvement of need satisfaction. Such theories long dominated the analysis of mass
political attitudes. The field of political socialization, as described in the chapter by Sears
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and Brown, developed from the assumption that children learned basic political atti-
tudes (such as party identification and racial prejudice) from their families and friends,
and that the residues of these early attitudes dominated their later political attitudes in
adulthood, such as their presidential vote preferences, triggering a host of automatic
associations not readily subject to conscious scrutiny.

2.4.3. Spreading Activation and Habitual Association

The process of automaticity is linked to the axiomatic notion, developed by Hebb
(1949), that neurons that fire together, wire together. The simultaneous pairing of two
objects in the environment leads to the firing of their relevant neurons. If this pairing
persists, the brain associates the two objects habitually and recalls the second when
primed with the first in a process of spreading activation. For example, if the word lib-
eral is frequently associated in popular conversation with loose-living, pot-smoking,
intellectual, or impractical dreamers, or the media depict African Americans in set-
tings that emphasize their poverty, unemployment, and drug-related crimes, the terms
will become connected mentally. This set of mental associations may lie at the heart
of implicit racial, gender, and other group stereotypes discussed in the Handbook by
Donald Kinder.

The existence of habitual associations in the brain results in consistent thought pat-
terns that link, for example, abortion and liberal-conservative ideology, or positive
feelings about capitalism and support for government fiscal austerity measures. In gen-
eral, such associations anchor policy positions and contribute to attitude stability over
time, especially among those who connect policies to stable political attitudes such
as political ideology or other basic values. But habitual mental associations also vary
among individuals; political sophisticates with strongly anchored political beliefs show
stronger habitual mental associations than those with few or weakly held beliefs. The
existence of consistent mental associations helps to explain why reframing a political
issue—discussing a tax cut in terms of reduced government waste rather than growing
inequality, for example—will be effective for citizens for whom the concept of a tax cut
is not anchored by other stable political beliefs, but will be less successful among politi-
cal sophisticates.

Understanding the factors or situations in which someone will scrutinize their
habitual mental associations is of critical interest to political psychology and the
study of a democratic citizenry more generally. In their Handbook chapter on politi-
cal emotion, Brader and Marcus present evidence that habitual thought is less com-
mon when individuals feel anxious. Under those circumstances, citizens seek out new
information, process it carefully, and are motivated to reach the “right” decision. The
distinction between more and less effortful information processing is captured within
dual-process models that posit both a superficial and more deliberate path to attitude
change. The delineation of conditions under which citizens engage in careful politi-
cal deliberation and are open to new information remains of key interest to political
psychologists and will continue to stimulate research in both psychology and political
science.
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2.4.4. Interplay of Affect and Cognition

Contemporary political psychology draws heavily on affective processes. The previ-
ous volume of the Handbook was published at a time when individual information-
processing and research on cognitive biases were popular topics within the study of
political behavior. In the last decade, research on affect and emotion has increased
exponentially in the social sciences, leading to a far more emotional and affect-laden
view of political behavior that is manifestly apparent in the current volume. There was
one chapter devoted to political emotions in the previous version of the Handbook,
but few other chapters devoted much space to the topic. That has changed dramati-
cally in the current volume, in which it is difficult to find a chapter that does not make
at least passing reference to the role of political emotions in research on citizens or
political elites.

In addition to Brader and Marcus’s detailed discussion of political emotions, emo-
tions surface in numerous ways in this edition of the Handbook. Stein discusses in con-
siderable detail the influence of emotions on elites’ perceptions of, and responses to,
external threats. She builds on Brader and Marcus’s discussion of the origins and cogni-
tive consequences of different classes of emotions to explain the likely consequences of
fear, humiliation, and anger for elite decision-making. Levy, Herrmann, and Dyson and
‘t Hart also touch on the role of emotion within elite decision-making. Positive and neg-
ative affect are integral components of implicit attitudes, as noted by Taber and Young,
and in that sense emotion plays a very central role within modern attitude research in
both psychology and political science. Al Ramiah and Hewstone consider evidence that
members of minority groups react more strongly to negative implicit than explicit atti-
tudes held by a majority group member, underscoring the power of implicit attitudes to
shape interpersonal encounters. Kinder discusses the importance of affect to the study
of racial prejudice. Huddy underscores the contribution of intergroup emotions to the
development of group cohesion and political action. Bar-Tal and Halperan evaluate the
importance of anger, hatred, fear, and humiliation to the development of intractable
conflicts.

Brader and Marcus review research on political emotions in considerable detail. Their
chapter underscores a fourth crucial aspect of the cognitive system, the intricate inter-
play between affect and cognition. Hot cognition underscores the degree to which moti-
vational and affective states influence decision-making, and is discussed at some length
by Taber and Young. Motivated reasoning serves as a pervasive example of hot cognition
in which individuals are motivated to preserve their beliefs, oppose challenging or con-
tradictory views, and dismiss the other side’s arguments as far weaker than one’s own. In
essence, it produces rapid (and perhaps preconscious) dismissal of opposing views. The
existence of motivated reasoning generates a paradox, however, when it comes to politi-
cal sophisticates, who turn out to be most subject to automaticity and motivated rea-
soning. In Chong’s words, “the beliefs of the best informed may reflect an ideologically
distorted perspective rather than the objective state of the world,” raising real questions
about the rational basis of public opinion. If those with the information needed to make



14 THE OXFORD HANDBOOK OF POLITICAL PSYCHOLOGY

a fully informed decision are also the most biased in their reasoning, rational delibera-
tion seems like an unattainable political ideal.

2.5. Intergroup Relations

In tandem with a growing interest in biology and emotions, contemporary political psy-
chology is also increasingly focused on collective behavior and theories of intergroup
relations as explanations for political behavior. The previous version of this Handbook
contained four chapters linked to intergroup relations focusing on in-group identity,
collective action, group prejudice, and intractable group conflict. In the current volume,
the chapters explicitly devoted to intergroup relations have been expanded to addition-
ally include conflict management, interpersonal social influence, small-group delibera-
tion, immigration and multiculturalism, and discrimination. Moreover, the growing
focus over the last 10 years on group-based political behavior is entwined with other
changes that have occurred within the field of political psychology. Intergroup research
is increasingly international in focus, drawing on common frameworks such as social
identity theory to explain political behavior in numerous regions of the world. It also
builds on an integrated model of affect and cognition, with affect playing an especially
important role in motivating collective action and driving responses to societal and per-
sonal threat.

The field of intergroup relations does not embody a single theoretical approach;
rather it draws on diverse psychological theories. But it is fair to say that many, if not
most, analyses of collective behavior deviate from a rational choice account of human
behavior. For instance, Sidanius and Kurzban note the power of collectives within
human evolution and conclude that the need to cooperate is a basic and functional
aspect of human society (even if not always completely rational for an individual). Early
research on intergroup relations, conducted in the 1950s and 1960s, stressed the biased
and emotional nature of out-group animosity, especially toward Jews and Negroes
(Allport, 1954). Much attention was paid to the childhood socialization of prejudice and
stereotyping, as indicated in the chapter by Sears and Brown. Research on the authori-
tarian personality, a highly influential study of prejudice, emphasized the importance of
interrelated and emotionally motivated aspects of personality such as authoritarian sub-
mission and authoritarian aggression in the development of racial prejudice and anti-
Semitism (Adorno et al., 1950).

More recent research on racial prejudice and intergroup relations has drawn on a mix
of cognitive and affective factors to account for political group conflict, cohesion, and
conformity. The limitations of the cognitive system, as discussed in numerous chap-
ters of the Handbook, lead to the formation of simplistic group stereotypes that shape
intergroup political behavior, as noted by Kinder, influence enemy images, as discussed
by Herrmann, and affect the process of conflict resolution, as described by Fisher and
colleagues. Group identities are linked to powerful emotions that generate anger and
hatred and play a central role in accounts of international and domestic politics in
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Handbook chapters by Stein, Huddy, Klandermans and van Stekelenburg, and Bar-Tal
and Halperan.

Some accounts of intergroup behavior, such as realistic conflict theory, are consistent
with rational choice and are often pitted against symbolic accounts of group political
cohesion and conflict. Huddy highlights the distinction between social identity theory,
which stresses social prestige and intergroup respect as motives for intergroup behavior
(Tajfel, 1981; Tajfel & Turner, 1986), and realistic interest theories, which place empha-
sis on shared material interests and conflict over tangible resources (Blumer, 1958; Bobo
& Tuan, 2006; Levine & Campbell, 1972; Sidanius & Pratto, 1999). A similar distinc-
tion between realistic and affective responses to members of an out-group surfaces in
research on racial attitudes in Kinder’s discussion of prejudice and Green and Staerklé’s
chapter on immigration and multiculturalism. On balance, there is greater support for
symbolic than realistic sources of political group cohesion and conflict.

Threat plays a special role in the political life of a collective. It can galvanize and unify
an in-group while leading to vilification of an out-group, and is thus particularly potent
politically. Threat is widely discussed in Handbook chapters dealing with the political
psychology of mass politics, including Huddy’s chapter on in-group identities, Green
and Staerklé’s consideration of immigration and multiculturalism, Kinder’s overview of
racial prejudice, and Bar-Tal and Halperan’s overview of intractable conflicts. The con-
cept of threat has long dominated research on conflict within international relations,
as noted at some length by Stein. Research on both mass and elite politics assesses the
rationality of threat reactions and generally rejects that interpretation, at least in broad
stroke. Highly distorted subjective judgments often influence elites’ perception of threat,
as noted in chapters by Levy, Stein, and Herrmann. Moreover, economic threats are typ-
ically less politically potent than cultural and other less tangible noneconomic threats in
mass politics, as discussed in chapters by Huddy, Kinder, and Green and Staerklé.

Finally, humans’ impressive capacity for cooperation, a topic discussed at length by
Sidanius and Kurzban, leads us back to consider the political psychology of a collec-
tive. Tyler and van der Toorn consider the origins of societal justice in social and moral
values that can govern cooperation and societal defection. They mention a provoca-
tive argument advanced by social psychologist Donald Campbell that values such as
humanitarianism have arisen over time through social evolution as a way to curb more
base instincts linked to self-interest. This raises an important consideration about the
key role of social norms in political psychology. As social animals, humans are pro-
foundly affected by social norms. Those norms are often learned early and well in the
socialization process, as indicated by Sears and Brown. Such norms hold the potential
for good as well as evil. Indeed some even argue that life in modern democratic societies
is remarkably peaceable, that international violence is now at an all-time low, and that
the horrors that were commonplace in the past, such as the widespread use of torture,
are now widely condemned (Pinker, 2011). The globalization of economic life reflects
international cooperation on a scale unimaginable in times past.

Have the scales tipped toward a more humane and cooperative world? Such a claim
would undoubtedly be disputed by scholars of indigenous oppression, economic
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inequality, and other societal ills. Nonetheless, research on values and social justice
opens political psychology to the positive forces of cooperation, tolerance, and respect
on which modern democratic societies pivot. Adherence to a norm of cooperation may
not be rational for an individual (if defined as the pursuit of self-interest) but can have
clear advantages to human groups. The positive forces in human society are touched on
only lightly in this Handbook but may come to play a larger role in future political psy-
chology research (see Aspinwall & Satudinger, 2002; Monroe, 1996).

3. ORGANIZATION OF THIS VOLUME

We begin this volume with a section on broad psychological theories. This section
includes basic psychological theories that concern personality, early childhood and
adult development, rational choice, decision-making, the study of emotion, evolution-
ary psychology, genetics, and political rhetoric. Then we move to the substantive focus
of different areas of political psychological research, which tend to cut across theoretical
approaches. We start with elite behavior, first in the area of international relations and
then in the area of domestic politics. The next section focuses on mass political behavior,
including an analysis of political reasoning, political ideology, social justice, social influ-
ence, political communications, and political deliberation. The final section considers
collective behavior, including identities, social movements, racial prejudice, migration
and multiculturalism, discrimination, and intractable conflict.

We characterize political psychology as the application of psychology to politics, but
we would like to see greater two-way communication between disciplines. Indeed, the
study of political psychology provides potential insight into basic psychology, as is clear
from the chapters in this volume. For example, Feldman discusses at some length the
multidimensional nature of political ideology and conservatism that is at odds with
their popular unidimensional conception in social psychology. Numerous chapters
underscore the complexity of political sophistication, which cannot simply be equated
with expertise and the efficient assimilation of new information but focuses instead on
strong political biases, powerful partisan identities, and extensive motivated reason-
ing. While processes such as motivated reasoning are well known in psychology, they
deserve even greater research attention within political psychology because of their
political heft. Although many political psychologists, including authors in this volume,
are drawn from the disciplines of psychology and political science, they also include
historians, sociologists, anthropologists, psychiatrists, communications researchers,
educators, and lawyers.

Before closing, we also want to refer the interested reader to several other recent vol-
umes with different goals from our own but with somewhat similar titles. This Handbook
is intended as a comprehensive statement of the current state of knowledge in political
psychology. There are several other volumes in the Oxford Handbooks series that touch
on similar aspects of political behavior but take a less explicitly psychological approach.
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Handbooks edited by Russell Dalton and Hans-Dieter Klingemann (The Oxford
Handbook of Political Behavior, 2007) and Robert Shapiro and Lawrence Jacobs (The
Oxford Handbook of American Public Opinion and the Media, 2011) discuss topics such
as political socialization, political communication, trust, and political emotions. The
current volume goes more deeply into original psychological research, includes authors
from both psychology and political science, and is unique in combining research on
both elite and mass politics. The three handbooks provide excellent complementary
reviews of political behavior research.

One other recent volume presents an interesting collection of individual research
in political psychology. Borgida, Federico, and Sullivan edited The Psychology of
Democratic Citizenship (2009), with chapters devoted to citizens’ democratic capa-
bilities. The volume includes scholars presenting their own research on political
knowledge, persuasion, group identity, political tolerance, and the media. Topics and
approaches overlap with those in the current Handbook but describe a single research
enterprise rather than review a body of work, and are less singularly focused on psycho-
logical research and theory. Howard Lavine is the editor of the four-volume set Political
Psychology (2010). The series includes reprints of classic articles in political psychology
and is organized into four broad themes: theoretical approaches, public opinion, inter-
national relations, and intergroup relations. This series serves as an important reference
work for students and scholars who wish to become acquainted with canonical writing
and research studies in political psychology.

The current Handbook is a companion to these volumes in political psychology and
political behavior that has a somewhat different purpose. This Handbook is the place to
go to find out what is currently known about the many different fields in the umbrella
topic of political psychology and learn more about psychology, political science, and
their vibrant intersection.
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CHAPTER 2

......................................................................................................

PERSONALITY APPROACHES
TO POLITICAL BEHAVIOR

......................................................................................................

GIAN VITTORIO CAPRARA AND
MICHELE VECCHIONE

1. WHAT IS PERSONALITY?

1.1. Introduction

PERSONALITY is both a familiar and complex psychological concept, which refers to
habitual and distinct patterns of physical and mental activity that distinguish one indi-
vidual from another. Today personality is a popular explanatory concept in the domain
of politics, due to the pervasive influence of the modern news media and their focus
on the personality of political leaders. This has led political candidates to become more
concerned with conveying favorable personal images and appealing narratives that are
capable of attracting potential voters beyond the appeal of traditional political ideology.
Voters’ personality is no less important than leaders’ personality within the analysis of
contemporary political behavior. Voters™ political preferences depend increasingly on
their likes and dislikes of political candidates, and voter personality factors and related
judgmental heuristics guide their political decisions to a greater degree than previously
influential factors such as voter education, gender, and age.

In the present chapter we will address current views of personality to provide the con-
ceptual frame within which to address the role of personality in contemporary politics.
Then we will focus on the contribution of personality to an understanding of political
behavior, highlighting how different components of personality, like traits, needs, val-
ues, self-beliefs, and social attitudes, shape citizens’ ideological preferences and partici-
pation and leaders’ perceived personality.

Personality can be viewed from two distinct perspectives that lead to a focus on differ-
ent, although interdependent, courses of inquiry. One may view personality subjectively,
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from individuals’ perspective, focusing on their private feelings, thoughts, and narra-
tives about themselves and their life and thus on the enduring collection of personal
qualities, attributes, and inclinations that convey a sense of personal identity. From this
perspective, personality is a self-referential agentic system capable of self-regulation
with a significant impact on the environment. Alternately, an objective view takes the
perspective of an observer, from which personality may be viewed as the entire archi-
tecture of psychological characteristics that distinguish individuals one from another.
From this perspective, personality is largely a social construction involving systems
of beliefs about the qualities of individuals that dictate how individual differences in
observed behaviors should be acknowledged and treated.

These two perspectives capture the way in which personality has been examined in
the political domain. The first perspective has been adopted when the focus is on voters’
and politicians” predispositions, beliefs, values, expectations, and behavior. The second
perspective has been used to account for citizens” perceptions and impressions of politi-
cal leaders’ personal characteristics.

In this chapter, we address both of these views, first by reviewing major research con-
tributions of the past, and second by pointing to current studies that attest to the effect of
personality on political preferences and participation.

1.2. Personality as a Self-Regulatory System

Personality can be thought of as a dynamic system of psychological structures and pro-
cesses that mediates the relationship between the individual and the environment and
accounts for what a person is and may become. The overall organization of this com-
plex system results from synergistic interactions among multiple subsystems (cognitive,
affective, and behavioral), which convey, foster, and preserve a sense of personal identity
(Caprara & Cervone, 2000).

Looking at the transactions of personality as a whole, we can either focus on its basic
structure, or on the adaptive functions of its various components. As people exhibit con-
sistent, stable patterns of experience and action that distinguish them one from another,
some personality psychologists point to internal structures that set an individual’s initial
potential and dictate the kind of person one may become under given conditions. Other
personality psychologists point, instead, to the processes through which people adapt
to the environment, and they focus on the dynamic organization of components from
which each individual’s unity, coherence, and continuity derive.

Most personality psychologists would agree that personality science should address
the entire psychological functioning of individuals and thus account for both the struc-
ture and dynamics of the system and how structures and processes act on one another
(Caprara, 1996).

If we focus on psychological qualities that allow us to distinguish among people, per-
sonality can be viewed as consisting of traits or dispositions (e.g., extraversion), namely
endogenous basic tendencies to exhibit consistent, stable patterns of experience and
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action across situations (McCrae & Costa, 2008). However, traits alone cannot account
for the entire architecture of personality nor for its functioning: how predispositions
generate stable patterns of behavior, how different behavioral tendencies operate in con-
cert, and ultimately for the distinctive experience of each person. Personality should
address the processes and mechanisms from which consistency, directionality and the
sense of one’s own individuality derive. This leads beyond the study of individual differ-
ences in traits to a comprehensive model of personality functioning that incorporates
trait activation and orchestration under given physical and sociohistorical conditions.

In this regard, social learning theories have paved the way to a more comprehensive
account of personality by pointing to the influence that social environment exerts in set-
ting the conditions for the construction and functioning of personality. Such social cog-
nitive approaches to personality have moved beyond a social learning model in pointing
to the influence that individuals may exert on the environment as active agents that con-
strue, select, and change the environments in which they live. From this social-cognitive
perspective, needs, values and self-beliefs are just as important as traits in accounting for
the internal organization of personality and individual differences that may significantly
influence political behavior. Ultimately, conceptualizing personality as a self-regulatory
system in the service of individual development and well-being has provided a common
ground for reconciling different research traditions under broad assumptions, as we will
discuss below.

It is a common assumption that genes and the brain form the remote basis of person-
ality distinctive properties and characteristics by providing a vast amount of potential.
Likewise it is a common assumption that people develop and function in ongoing pro-
cesses of reciprocal interaction with their environment. Likely internal factors, in the
form of cognitive, affective, and biological events, behavior, and the environment all oper-
ate as interacting determinants of what personality is at any moment within a network of
reciprocal causation, and of what personality may become within the boundaries set by
biological and social constraints. Finally, most would agree that unique capacities for self
reflection, learning from one’s own and from others’ experience and forethought, accord
people the power to regulate their behavior in accordance with their own aims and stan-
dards, to extend their control over the environment, and to contribute proactively to their
own development. All this leads to a view of personality as a selective, generative and
proactive system, not just reactive and adaptive. People do not consist of a set of tenden-
cies that progress in a predetermined sequence toward inevitable end states. Although
both cultural and biological factors contribute to the development of personality, people
are not passive vessels who merely store genetic endowments and absorb environmental
influences They, instead, are active agents who causally contribute to sign their course of
life. In viewing personality as a complex system of psychological structures and processes
through which people regulate their actions and experiences, one can identify three main
sources of influence on personality development: nature, nurture, and the agentic person
(see Funk, chapter 8, this volume; Sears and Brown, chapter 3, this volume).

Opver the last several decades, personality psychologists have come to recognize that
the development and functioning of personality cannot be properly understood without
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addressing its biological roots. Recent years in particular have witnessed enormous
progress in our understanding of the genetic factors that function as distal determinants
of personality, and of the brain systems that are more proximal determinants of person-
ality functioning and development. At the same time similar progress has been made in
understanding how social environments and interpersonal relations set the conditions
for the expression of individuals’ endowments and potentials.

In reality development involves continuous and reciprocal interactions between the
person as a bio-psychological system and the social context in which they live. Genetic
endowment equips people with a vast array of potential whose actualization is con-
ditional on their experiences. Early contexts set the conditions for activation of pro-
cesses and deployment of mechanisms that establish cognitive structures, emotional
patterns, and habits that provide an individual with unity, continuity, coherence and
agentic power.

Viewing personality as a dynamic and self-regulating system which develops and
functions in an ongoing process of reciprocal interactions with the environment allows
one to capture its multiform expressions and to appreciate the value of both behavioral
stability and change. Stability is critical for preserving one’s own identity, as well as for
establishing and maintaining relations with others. Change on the other hand is no less
critical over the entire life course to continuously respond to the environmental and
to grant the full expression of one’s own individuality. A person’s actualization, in fact,
depends upon their capacities to align their behavior to their values and to continu-
ously adjust their strivings to the opportunities and constraints of their environment.
Ultimately, both stability and change can be fully appreciated only by looking at the per-
son as a whole in continuous transition toward new forms of organization across the
life span.

Along this line of reasoning, caution is recommended when examining recent find-
ings that point to the stability of political choices, and to the heritability of political
attitudes and preferences (Alford, Funk, & Hibbing, 2005; Bouchard & Lohelin, 2001;
Hatemi, Medland, Morley, Heath, & Martin, 2007; Hatemi et al., 2010). Genes likely set
the potential for inclinations that under given conditions may turn into values, social
attitudes, and political preferences (Smith, Oxley, Hibbing, Alford, & Hibbing, 2011).
Although available findings are encouraging, we warn against premature conclusions
about either the causes of political stability, or the pathways through which genes may
affect political choices, both directly and indirectly via traits, values, and attitudes. One
should also not underestimate variability in genetic expression that may stem from the
impact of family environments and idiosyncratic experiences (see Funk, chapter 8, this
volume).

1.3. Personality in Politics

Several basic and major features of personality are relevant in the political domain,
including traits, needs and motives, self-beliefs, values, and social attitudes. Together
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they form layers of a hypothetical architecture of personality that operates at different
levels and whose elements interact to various degrees. These features address different
aspects of personality that shed light on its functioning.

Traits refer to the basic dispositions that predispose one to consistent patterns of
thought, feeling, and action (McCrae & Costa, 2008). Needs concern people’s conscious
or unconscious wishes, desires, or goals (Winter, John, Stewart, Klohnen, & Duncan,
1998). Self-beliefs concern pervasive evaluations and expectations individuals hold
about themselves and their life, including self-esteem and life confidence, one’s ability
to cope with challenging tasks and situations, such as self-efficacy. Values are cognitive
representations of desirable, abstract, transsituational goals that serve as a guiding prin-
ciple in everyday life. Social attitudes are dispositional evaluations, such as likes and dis-
likes of specific social objects, events, and behaviors that attest to an individual’s social
bonds and identity.

Traits are related to executive-behavioral functions and concern habitual behaviors,
whereas needs, values, and self-beliefs are related to evaluative-motivational functions
as they concern people’s views of themselves and what they cherish in life. Within a
comprehensive and thereby inclusive conception of personality, basic traits have been
viewed as distal causes or potentials that precede and predispose one to adopt specific
self-beliefs, values, and social attitudes that emerge under the influence of social experi-
ences. Alternatively, basic needs have been viewed as antecedent to basic traits (Winter
et al., 1998). Yet causal primacy cannot be easily assumed, since both traits and needs
represent inherited features that are set early in life. We are thus inclined to view basic
traits and needs as reflecting different, although linked, intrapersonal systems that oper-
ate in concert to account for an individual’s course of action in manifold domains of
functioning, including politics.

One may question whether needs, traits, self-beliefs, values, and social attitudes are
sufficient to offer a comprehensive view of personality, and in particular whether intel-
ligence, cognitive abilities, and cognitive styles should be included among the major
features of personality. Likewise, most would agree that emotional intelligence, social
intelligence, and wisdom should be included within a comprehensive view of personality
features, because the notion of intelligence has been extended in the last several decades
to include people’s capacity to orchestrate their talents and take opportunities that will
further their happiness and success. In this regard, we do not doubt that intelligence
could enhance political knowledge, foster engagement, and promote leadership. Yet, to
our knowledge, empirical support for this claim is less consistent than one would expect.

1.4. Differing Theoretical Approaches to the Study of
Personality and Politics

Discussion regarding the influence of personal qualities in politics is long-standing if
one includes the seminal intuitions of classic writers such as Machiavelli and Hobbes.
In particular, concern for the role that temperament, character, and passion play in the
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fortune of leaders and in the behavior of followers precedes the inquiry of psychologists
among prominent social scientists (Durkheim, 1933; Le Bon, 1895; Marx, 1844; Tarde,
1903; Weber, 1904). Earlier contributions of psychology go back to the early 1930s and
developed over the next several decades in accordance with the approaches that domi-
nated the field of personality at the time: first psychoanalysis, then social learning, and
finally cognitive psychology.

Most of these earlier studies were conducted in North America, thus raising questions
about the generality and applicability of their research findings to different cultures.
Brilliant reviews focusing on the history of personality and politics research can be
found in Knutson (1973), Sniderman (1975), Greenstein (1975), and Simonton (1990),
and as a consequence we limit our discussion to the major contributions of this research
over the last millennium. In the decades that precede and follow World War II, psy-
choanalysis seemed to provide a reasonable basis for selecting and organizing empirical
findings relating personality types to political orientation (see also Post, chapter 15, this
volume). For theorists who embraced psychoanalytic theory, political preferences and
choices of leaders and followers were interpreted by making reference to unconscious
drives and mechanisms. Classic examples based on this approach are the studies of
Harold Lasswell (1930, 1948) on the motives behind political engagement (see Winter,
chapter 14, this volume) and research under the lead of Theodor Adorno that focused
on the authoritarian personality. The study by Adorno and colleagues (1950) was largely
influenced by Freudian ideas about the role of drives and of defense mechanisms in the
functioning of personality. The revisions of Marxian theory made within the Frankfurt
school of social theory (Fromm, 1941; Horkheimer, 1936) about the role of family in the
formation of individuals’ character and in the reproduction of society, and a more or
less explicit commitment to left ideals of the time, were also influential. Psychoanalytic
concepts related to unconscious strivings, escape mechanisms, and psychodynamic
conflicts were used by Adorno and colleagues (1950) to account for power motives,
mass submission to authority, and uncritical adherence of people to totalitarian move-
ments and regimes. Ultimately, nine tightly interrelated traits, including authoritarian
aggression, authoritarian submission, conventionalism, anti-intraception, superstition
and stereotypy, destructiveness and cynicism, projectivity, concerns over sexuality, and
power and toughness, were regarded as distinctive of the authoritarian personality.

From a political standpoint, people with an authoritarian personality were described
as those inclined to prejudice and an intolerance of diversity (authoritarian aggres-
sion), to follow strong leaders, to admire strength and toughness, to submit to symbols
of power (authoritarian submission), and to prefer traditional and conventional values
(conventionalism). The hierarchical structure of the patriarchal family, characterized
by harsh, punitive parental discipline, was posited at the root of the deference toward
authorities and thus at the core of a diffused mentality functional to the maintenance of
past regimes whose totalitarian devolution lead to fascism and Nazism.

The authoritarian personality can be considered the first systematic study of the per-
sonality determinants of prejudice, and its impact spread much beyond psychology.
A number of criticisms, however, followed earlier enthusiasm, leading to a progressive
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loss of confidence in the heuristic validity of the theory and its constructs (Brown, 1965;
Sanford, 1973). Some criticisms were related to the unidimensionality of authoritarian-
ism and to the psychometric properties of measures (Allport, 1954; Christie & Cook,
1958; Wilson, 1973). Others concerned the ideological biases of authors that led them
to view authoritarianism as prototypical of right but not left ideologies (Eysenck, 1954;
Rokeach, 1954). Eysenck (1954), in particular, noted considerable similarities between
the personalities of National Socialists and Communists, despite their opposite posi-
tions on a traditional ideological continuum. He found that extremists on both the
political Left (communists) and Right (fascists) were more tough-minded (e.g. highly
authoritarian and aggressive) than moderates (conservatives and liberals).

In reality, authoritarian personality features were most common among those on the
right of the political spectrum, although various psychological attributes of authoritari-
anism could also be found among supporters of left-wing ideologies. Rokeach (1956),
for instance, found that extremists on the left and right shared a dogmatic personality
and rigid thinking that led them to be more resistant than moderates to change and
more receptive to closed-minded belief system. Thus other constructs, like dogmatism,
intolerance of ambiguity, mental rigidity, closed-mindedness, and alienation, came to
the fore as cognitive counterparts to authoritarianism (Budner, 1962; Rokeach, 1956;
Seeman, 1959, 1966).

Among the few authors who have had direct access to the personality of political
elites, Di Renzo (1963) found that members of the Italian neofascist Social Movement
(MSI) scored higher in dogmatism than members of the Communist Party. Similar
findings were found by Barker (1963) on a sample of US student activists. There are also
sophisticated, in-depth case studies, employing psychobiography and historiographi-
cal analyses, that focus on the personalities of prominent politicians, using memoirs,
archival documents, and available historical data. The studies by Erikson on Martin
Luther (1958) and Mahatma Gandhi (1969), as those of George and George (1956) on
Woodrow Wilson, represent classic examples of qualitative approaches to personality
and political leadership that have captured the uniqueness of the single case and, at the
same time, underscored the limitations in reliability and generalizability of such qualita-
tive single-case studies. Earlier psychodynamic approaches were gradually replaced by
new approaches focusing on a leader’s worldview (Barber, 1965, 1972), interpersonal
traits (Etheredge, 1978), motivations (Hermann, 1977; Winter, 1973; Winter & Stewart,
1977), cognitive styles (Suedfeld & Rank, 1976; Suedfeld & Tetlock, 1977), and leader-
ship style (Simonton, 1986, 1988) (see Winter, chapter 14, this volume). Most leadership
studies relied on indirect measures to assess personality, either adopting at-a-distance
scoring systems or relying upon experts’ evaluations.

Costantini and Craik (1980), however, achieved a direct description of members of
California’s presidential delegation slate across five US presidential campaigns, from
1968 to 1976. Self-reports on a standard personality inventory—the Adjective Check
List (Gough & Heilbrun, 1965)—made possible comparisons between politicians and
the general public and among politicians of opposite parties. Politicians reported a
higher tendency than the general public to seek and maintain a role as leader in groups
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(dominance), to be assertive, outgoing, ambitious (self-confidence), and determined to
do well (achievement). On the other hand, they showed a lower tendency than the gen-
eral public to solicit sympathy, affection, or emotional support (succorance), to express
feelings of inferiority through self-criticism, guilt, or social impotence (abasement), and
to seek and sustain subordinate roles in relations with others (deference). Several dif-
ferences were also discovered between politicians, reflecting their ideological position-
ing. Republican showed a higher tendency than Democrats to express optimism and
positivity toward life, to be cheerful, interested in others, and ready to adapt (personal
adjustment), to be tidy, neat, well organized (order), diligent, responsive to their obliga-
tions (self-control), and persistent in the activities undertaken (endurance). On the other
hand, Democrats showed a higher tendency than Republican to act independently
(autonomy), to avoid stability (change), to be flexible, spontaneous, and unconventional
(liability), to maintain personal friendships (affiliation), to seek the attention of others
(exhibition), and to solicit their sympathy or support (succorance). These findings were
among the first to document systematic differences in personality between large groups
of politicians from opposite sides of the political divide. However, only at the turn of the
1990s did the growing consensus on general systems to describe personality traits (Big
Five) and values (Schwartz’s model) give impulse to nomothetic studies and open new
avenues to understand the links between personality and politics, and the psychological
pathways by which personality influences political preferences and engagement.

2. PERSONALITY DETERMINANTS OF
POLITICAL PREFERENCE

2.1. Basic Personality Traits and Their Political Effects

An impressive body of research has been accumulated in the last three decades posit-
ing five basic factors, the so-called Big Five (McCrae & Costa, 1996, 2008), at the roots
of major individual differences in personality traits. The Big Five represent the meeting
point of two traditions of research, based respectively on analysis the terms laypeople use
to distinguish people one from another (i.e., the lexicographic tradition), and on analy-
sis of questionnaire self-reports that assess major interindividual differences in person-
ality (i.e., the factorial tradition). Findings from both research traditions identify five
factors as the cornerstone of individual personality in virtually all cultures (McCrae &
Allik, 2002). Despite some divergence among various authors regarding the name to be
given to these various factors across cultural contexts (Digman, 1990; Goldberg, 1990;
John, 1990), there is substantial agreement on the basic five traits: (1) extraversion (or
energy), (2) agreeableness, (3) conscientiousness, (4) neuroticism (or emotional stabil-
ity), and (5) openness to experience (or intellect). Extraversion refers to individuals’
tendency to behave and react vigorously in different situations and is usually conveyed
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by adjectives such as dynamic, active, and sociable. Agreeableness refers to individuals’
concern for altruism, generosity, and loyalty and is usually conveyed by adjectives such
askind, honest, and sincere. Conscientiousness refers to individuals’ tendency to pursue
order and meet one’s own obligations and is usually conveyed by adjectives such as dili-
gent, reliable, and precise. Emotional stability refers to the control of impulses and emo-
tions and is usually conveyed by adjectives such as calm, patient, and relaxed. Finally,
openness to experience refers to an interest in culture and curiosity about new experi-
ences and is conveyed by adjectives such as innovative, imaginative, and creative.

Despite having been the target of various criticisms because they do not provide a
fine-grained description of a single personality and account even less well for their func-
tioning, at present the Big Five represent the most widely accepted model to address
major individual differences in behavioral tendencies in manifold contexts, including
politics (Mondak, 2010). Within this framework, numerous studies conducted in a vari-
ety of samples drawn from different countries focused on different political outcomes
of these traits, including ideological left-right self-placement (Jost, 2006), voting choice
(Caprara, Barbaranelli, & Zimbardo, 1999; Caprara, Schwartz, Capanna, Vecchione,
& Barbaranelli, 2006; Schoen & Schumann, 2007), political candidate preference
(Barbaranelli, Caprara, Vecchione, & Fraley, 2007), political party affiliation (Gerber,
Huber, Doherty, & Dowling, 2012), and public policy preferences (Riemann, Grubich,
Hempel, Mergl, & Richter, 1993; Schoen & Schumann, 2007).

Findings from the United States (Barbaranelli et al., 2007; Carney, Jost, Gosling,
Niederhoffer, & Potter, 2008; Gerber, Huber, Doherty, Dowling, & Ha, 2010; Gosling,
Rentfrow, & Swann, 2003; Jost, 2006; McCrae, 1996; Mondak & Halperin, 2008;
Trapnell, 1994) and several European countries, such as Germany (Riemann et al., 1993;
Schoen & Schumann, 2007), Italy (Caprara et al., 1999; 2006), Poland, and Belgium
(Van Hiel, Kossowska, & Mervielde, 2000) have shown that individuals high in open-
ness to experience tend to prefer parties and ideologies located in the left wing of tra-
ditional ideological cleavages. People high in conscientiousness instead tend to prefer
right-wing and conservative ideologies, parties, and issues. Overall, the contribution of
conscientiousness to political preference is smaller in magnitude than that of openness
to experience. Thus, both in the United States and Europe, liberals and left-wing voters
tend to present themselves as more open-minded, creative, and novelty seeking than
conservatives and right-wing voters, who in turn tend to present themselves as more
orderly, conventional, and organized than liberals and left-wing voters.

Findings regarding the political effects of energy/extraversion, agreeableness,
and emotional stability are less robust and consistent across countries. In some stud-
ies, energy/extraversion was found to be associated with a preference for the rightist
and conservative ideologies (Caprara et al., 1999; 2006; Gerber et al., 2010; Mondak &
Halperin, 2008). Agreeableness was found to be related to a preference for liberal ide-
ologies in some European countries, such as Italy and Germany, whereas results are
mixed in the United States. Likely the relation of agreeableness with political orienta-
tion is complex and may vary through different cultural contexts and political systems,
different facets of the trait (Jost, 2006), and different dimensions (social and economic)
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of political ideology (Gerber et al., 2010). Emotional stability predicted ideological
self-placement in both Germany and the United States, although in the opposite direc-
tion. Whereas people high in emotional stability showed a preference for liberal par-
ties in Germany (Schoen & Schumann, 2007), the inverse relationship was found in the
United States, where people with high levels of emotional stability were more oriented
toward conservative policies (Mondak & Halperin, 2008) and political parties (Gerber
etal.,2010).

The average variance in ideological self-placement accounted for by the Big Five is
roughly from 5% to 20%, whereas basic demographic variables such as gender, age,
income, and educational level, typically used as predictors of political behavior by polit-
ical scientists, do not account for more than 10%. A similar pattern is found in research
on politicians: personality traits account for greater variance in their political behavior
than do demographic characteristics.

In Italy, Caprara and colleagues conducted a first study on a sample of 103 male poli-
ticians equally distributed among members of the European Parliament, the Italian
Parliament (Chamber and Senate), and three Italian provincial councils (Caprara,
Barbaranelli, Consiglio, Picconi, & Zimbardo, 2003). A second study was conducted on
a sample of 106 female members of the Italian Parliament, 70% of the entire population
of female members (Caprara, Francescato, Mebane, Sorace, & Vecchione, 2010). In both
studies politicians completed a standard questionnaire—the Big Five Questionnaire
(BFQ, Caprara, Barbaranelli, Borgogni, & Perugini, 1993)—to assess their personal-
ity traits. Political orientation was operationalized as the affiliation with center-right or
center-left coalitions. Results corroborated the pattern of differences found in the gen-
eral population, with right-wing politicians scoring higher in energy/extraversion and
conscientiousness than did left-wing politicians. No significant differences were found
in agreeableness, openness to experience, and emotional stability. Findings from these
studies also revealed that self-reported traits contribute to political affiliation of politi-
cians far more than among voters (the percentage of variance accounted for was 36%
among politicians and 5% among voters). This pattern of findings is consistent with
early intuitions of Converse (1964), who found that a highly involved group of US politi-
cians exhibited higher levels of intercorrelation among ideas and attitudes on various
political issues than did the vast majority of Americans.

The political attitudes of politicians are likely to be highly constrained and tightly
linked to ideological orientation, because of their high levels of education, political
expertise, and sophistication, as suggested in Converse’s (1964) seminal study. All these
factors contribute to a politician’s ideological coherence, and the congruence between
their ideas and behavior. Thus, it is not surprising that the polarization in self-presen-
tation between political elites of opposite ideological orientations is higher than among
voters (Jost, 2006; Zaller, 1992).

Another interesting line of research has extended the analysis of the link between per-
sonality and political preference from individuals to communities, showing that geo-
graphical differences in voting patterns reflect differences in self-presentation among
citizens living in different states (Rentfrow, Jost, Gosling, & Potter, 2009). Significant
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differences in openness to experience and conscientiousness have been found between
red (Republican) and blue (Democratic) states, with higher levels of conscientiousness
and lower levels of openness to experience observed in red than blue states.. Common
living conditions and social influence may account for similarity in personality traits
among inhabitants of the same region, at least in part. Further investigation is needed
to establish whether certain states attract certain kind of personalities or whether living
in certain states leads, through comparison, contagion, and social desirability, to con-
formity to styles of thinking, feeling, and behaving that ultimately affects citizens’ self-
presentation and vote choice.

While the above findings attest to stable and consistent patterns of relations between
personality dispositions and ideological preferences, at least among citizens of Western
established democracies, it is still possible that traits merely accompany political choice
but do not causally influence them. In this regard other findings suggest that personality
differences between liberals and conservatives begin in early childhood and affect polit-
ical orientations throughout life (Block & Block, 2006), and that political ideologies may
be shaped by genetic inheritance (Alford et al., 2005; Bouchard & Lohelin, 2001; Hatemi
et al., 2007). Thus one might guess that the more preference and engagement rest upon
genetic characteristics, the less they change over the course of life. Yet it is unlikely that
heredity dictates preferences. Rather it is likely that genes set potentials that largely turn
into habits and preferences through experiences that are socially situated. It has been
argued (Franklin, 2004) that one’s first encounter with voting has an effect over the
entire course of life, with voters and abstainers repeating their original choices in future
elections. After all, one may guess that early choices, whatever their distal determinants,
tend to repeat over the course of life quasi-automatically as habits that attest to both the
expressive and objective value of voting.

In reality, voting confronts citizen with a paradoxical dilemma: on the one hand vot-
ing has a highly symbolic value as an expression of citizens’ right to voice their views; on
the other hand it has very little practical value as single votes are somewhat irrelevant to
the outcome of an election.

Ultimately the habit of voting or not voting is far from irrational, having both a sym-
bolic function and negligible impact. Thus it would be unwarranted to conclude that
stability arises to a greater degree from heredity than experience. In this regard the met-
aphor of elective affinities used by Jost, Federico, & Napier (2009) provides an elegant
solution to the traditional dilemma about the primacy of person or situation, pointing
to political choices as a result of the concerted action of individual proclivities and situ-
ational opportunities. Likely people whose genes and socialization experiences predis-
pose them to certain political views vote in accordance with contingent political offers.

2.2. Needs

Needs and motives have been used interchangeably and often as synonymous to account
for social behaviors; we define them as internal states or forces experienced as wishes
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and desires that lead to the achievement of specific goals. Among earlier taxonomies of
needs, McClelland (1985) pointed to three basic motives, namely achievement, affilia-
tion, and power, and attributed their relative dominance to early experiences and social-
ization processes. In this tradition Winter devised an at-a-distance scoring system that
allowed researchers to assess these three motives in specific political leaders (Winter,
1987;1998; 2002; 2003; 2005).

Later contributions, along the line of the “motivated social cognition” movement
(Kruglanski, 1996), traced political reasoning and action to epistemic needs for knowl-
edge and meaning (e.g., needs for order, structure, and closure), existential needs for
safety and reassurance (e.g., needs to reduce and manage uncertainty and threat), and
relational needs for affiliation and social identification (see Jost, Glaser, Kruglanski, &
Sulloway, 2003a, for a review). Political conservatism in particular has been viewed as a
belief system associated with the epistemic need for closure, serving an existential need
for safety. It has been reasoned that people with high safety needs tend to be particu-
larly sensitive to threats that may derive from change and uncertainty, and thus pro-
cess information and organize knowledge in ways that tend to maximize stability, avoid
change, and reduce uncertainty (Chirumbolo, 2002; Jost, Kruglanski, & Simon, 1999;
Kemmelmeier, 1997; Kruglanski & Webster, 1996).

Yet it is unlikely that only people high in needs for safety and closure are attracted
to conservative ideologies. In reality the influence that various needs exert on political
decision and action rests upon individual predispositions as well as upon situations and
events that in various ways challenge and make salient those needs. Thus even people
low in safety needs may be sensitive to security appeals in times of uncertainty and dan-
ger, and even those with a moderate need for safety are attracted to conservative ideolo-
gies under conditions of great insecurity. In this regard empirical studies have shown
that stimuli and situations of danger, threat, and loss can foster a preference for ideo-
logical conservatism: the more people are exposed to stimuli and events that elicit safety
needs, the more conservative ideologies become appealing (Jost & Banaji, 1994; Jost,
Banaji, & Nosek, 2004; Jost et al., 2007).

2.3. Basic Values and Core Political Values

Among personality features, basic values form a bridge between the functioning of indi-
viduals and of society. On the one hand, values attest to the pervasive influence that
socialization practices and memberships in families, groups, class, and communities
exert on individuals’ development, identity and functioning (see Sears and Brown,
chapter 3, this volume). On the other hand values underscore the crucial role individu-
als play in preserving and changing the guiding principles and the functioning of social
systems (Caprara & Cervone, 2000; Hitlin, 2003). The importance of values for political
behavior has been championed by the seminal contribution of Rokeach (1973, 1979)
and later acknowledged by a number of scholars, who pointed to the central role of val-
ues in politics as major organizers of political judgments and preferences (Feldman,
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2003; Feldman, chapter 19, this volume; Knutsen, 1995; Mitchell, Tetlock, Mellers, &
Ordonez, 1993; Schwartz, 1994).

In the last decades the contribution of Schwartz and his colleagues led to a compre-
hensive theory on the nature, organization, and function of basic values (Schwartz,
1992;2005; 2006; Schwartz & Bilsky, 1987), which paved the way for systematic research
and comparisons among countries on the impact that values exert on both ideologi-
cal self-placement (Piurko, Schwartz, & Davidov, 2011) and voting behavior (Barnea
& Schwartz, 1998; Caprara et al., 2006). Schwartz’s theory identifies 10 different moti-
vational priorities common to people of many cultures and societies, which can be
grouped into four higher-order dimensions: Openness to change values (self-direction,
stimulation, hedonism) encourages independence of thought, feeling, and action, and
receptiveness to change; conservation values (conformity, tradition, security) call for
submissive self-restriction, preserving traditional practices, and protecting stability;
self-transcendence values (universalism, benevolence) emphasize accepting others as
equals and concern for their welfare; self-enhancement values (power, achievement)
encourage pursuing one’s own relative success and dominance over others.

Studies conducted in several countries showed that Schwartz’s values discriminated
significantly among voters of different political parties, and that the relevance of par-
ticular types of values to voting is a function of the ideological content of the political
discourse (Barnea & Schwartz, 1998). In the 1988 Israeli elections, for instance, voters
for liberal parties (e.g., MAPAM, Civil Rights Movement, Shinui, and Labor) attributed
higher priority to self-direction (autonomy and self-actualization) and universalism
(acceptance of others as equal). Voters for conservative parties (e.g., Moleet, Tehiya)
gave higher priority to security values, which endorse protection of the social order and
status quo (Barnea & Schwartz, 1998).

In the 2001 Italian elections, voters for the center-left attributed higher priority to the
self-transcendence values of universalism and benevolence; voters for the center-right
gave higher priority to the self-enhancement and conservation values of power, achieve-
ment, security, and conformity (Caprara et al., 2006). These results accord with the tra-
ditional view in Western democracies pointing to right and conservative ideologies as
mostly concerned with individual success and social order, and to liberal ideologies as
mostly concerned with equality and social justice.

Results from a sample of Italian politicians corroborated this pattern of relations
(Caprara et al., 2010). Like traits, values have a stronger relation with political prefer-
ence among political elites than among the general electorate. This further attests to the
earlier reasoning of Converse (1964) about the constraints that lead sophisticated politi-
cians to hold consistent attitudes. Findings demonstrate that basic values account for
a greater portion of variance in voting than do traits (Caprara, Schwartz, Vecchione,
& Barbaranelli, 2008), while demographic variables related to voters’ social location,
such as income and education, have no additional impact once values and traits have
been taken into account. We view this finding in accordance with our idea of person-
ality as a proactive self-regulating, agentic system operating in the pursuit of one’s
goals (Bandura, 1997, 2000; Caprara & Cervone, 2000). As people weigh alternative
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aspirations and goals in light of their personal priorities, values account for more vari-
ance than traits in predicting choices such as voting, the more their choices rest on con-
scious deliberation of alternative options (Caprara et al., 2006).

Longitudinal findings help to further clarify the pathways through which traits and
values contribute to political preference. Traits measured during late adolescence, before
the age of voting, contribute indirectly to later political orientation, through the effect of
basic values (Caprara, Vecchione, & Schwartz, 2009). In particular, security and univer-
salism values fully mediate the relations of openness to experience, agreeableness, and
conscientiousness traits to voting choice and left-right ideology. These findings dem-
onstrate the causal primacy of basic traits over basic values in the pathway to political
orientation and choice, in accordance with the vast literature attesting to a significant
genetic component of basic traits (Jang, McCrae, Angleitner, Riemann, & Livesley, 1998;
Loehlin, McCrae, Costa, & John, 1998), and the importance of socialization experiences
in channeling individual dispositions toward values.

Values operate as more proximal determinants of political choices than traits, ori-
enting toward certain ideologies the more politics is instrumental to the pursuits of
one€’s existential priorities. People who differ in their inherited trait dispositions may
indeed be differently inclined to endorse basic values linked to liberal or conservative
ideologies.

However, even basic values do not directly influence vote choice. Values that are mostly
associated with the political domain may act as more proximal determinants of political
choice than less overtly political values. Along this line of reasoning a number of authors
(e.g., Converse, 1964; Feldman, 1988; Jacoby, 2006; McCann, 1997) have identified a set
of core political values (also called “core political attitudes”), which refer to “overarch-
ing normative principles and belief assumptions about government, citizenship, and
society” (McCann, 1997, p. 565), such as traditional morality (traditional religious and
family values versus newer, permissive lifestyles), equality (egalitarian distribution of
opportunities and resources), free enterprise (the noninterference of government in the
economic system), civil liberties (freedom for everyone to act and think as they consider
most appropriate), blind patriotism (unquestioning attachment to, and intolerance of
criticism of, one’s country), economic security (guarantee of job and income).

Differences in political attitudes have been extensively used to account for variations
in policy preferences, voting behavior, and ideological identification. Pollock, Lilie, and
Vittes (1993), for example, related core political attitudes to policy preferences regarding
nuclear power. McCann (1997) demonstrated that voters for George Bush in the 1992
American elections scored higher on moral traditionalism and lower on egalitarianism
than voters for Bill Clinton. Feldman (1988) showed that both equality and individual-
ism correlate significantly with liberal-conservative ideological identification. Liberals
attributed most importance to equality of opportunities, whereas conservatives valued
most economic individualism.

Many studies have examined the political values of the general public, how they
relate to one another, and which underlying set of principles accounts for their struc-
ture (Feldman, 1988; Judd, Krosnick, & Milburn, 1981; Zaller, 1992). It has been argued
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that basic values and core political values in concert may account for political choices
much better than previous left and right, and liberal and conservative distinctions. Only
recently, however, has the relation between basic values and core political values been
addressed empirically. Schwartz, Caprara, and Vecchione (2010) have shown that core
political values account for a substantial portion of variance (54%) in vote choice, largely
mediating the contribution of basic values. Whereas basic values account for most of the
organization of core political values, these in turn account for most of political prefer-
ences. The pursuit of basic values leads people to favor specific political attitudes and
ideologies that can promote these basic values in particular political contexts. People
who attribute high priority to security, for example, are likely to adopt nationalist politi-
cal values in political contexts in which nationalism appears to promise greater security.

It is likely that core political values are the characteristic adaptations of basic values
to specific political contexts. Yet one should not exclude significant variations across
political contexts either in the relations among basic values and core political values or
in the pathways conducive to political preference. It has been found, for instance, that
basic values explain left-right political orientation more in European countries that
share a long political tradition of liberal democracy (i.e. Germany, the Netherlands, and
the United Kingdom) than in countries that have converted to democracy after a long
totalitarian regime, like the post-Communist countries, where the left-right dimension
has little coherent meaning (Piurko et al., 2011).

2.4. Social and Political Attitudes

Much research in recent years has focused on Right-Wing Authoritarianism (RWA,
Altemeyer, 1996), and Social Dominance Orientation (SDO, Sidanius & Pratto, 1999)
as major and proxy determinants of political orientation (Feldman, chapter 19, this
volume; Sidanius & Kurzban, chapter 7, this volume). However, it is still a matter of
contention as to whether individual differences in RWA and SDO should be traced to
personality dispositions or to social attitudes.

The persistent and current interest of political psychologists in the authoritarian per-
sonality, despite criticisms of the approach, is due to the contributions of Altemeyer
(1988, 1996, 1998), who abandoned earlier ideological and psychodynamic underpin-
nings of authoritarianism to develop the concept of RWA. According to Altemeyer RWA
is a personality characteristic that includes three major features: authoritarian submis-
sion, authoritarian aggression, and conventionalism (1981, 1998). High-authoritarian
individuals submit uncritically to authorities, carry aggressive feelings against people
who deviate from the norms, and conform rigidly to conventional values.

Among social psychologists Pratto and colleagues originally conceived Social
Dominance Orientation (SDO) as a “general attitudinal orientation toward intergroup
relations, reflecting whether one generally prefers such relations to be equal versus hier-
archical” and the “extent to which one desires that one’s in-group dominate and be supe-
rior to out-groups” (Pratto, Sidanius, Stallworth, & Malle, 1994, p. 742).
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Duckitt and Sibley (2010), finally, view RWA and SDO as two ideological attitude
dimensions, which express distinct sets of motivational goals or values, namely “the
respective competitive-driven motivation for group-based dominance and superiority
(SDO), and threat-driven motivation for collective security and social cohesion (RWA)”
(Duckitt, Wagner, du Plessis, & Birum, 2002) (p. 546). RWA entails “beliefs in coercive
social control, in obedience and respect for existing authorities, and in conforming to
traditional moral and religious norms and values” (Duckitt & Sibley, 2009, p. 100), and
is mostly related to religiosity and valuing order, structure, conformity, and tradition,
and the belief that the social world is dangerous and threatening. In contrast, SDO con-
cerns “beliefs in social and economic inequality as opposed to equality, and the right
of powerful groups to dominate weaker ones” (Duckitt & Sibley, 2009, p. 100), and is
related to valuing power, achievement, and hedonism, and with the belief that the world
is a ruthlessly, competitive jungle in which only the strong survive.

An extensive body of research from North America, New Zealand, and Europe,
including ex-Communist countries, identifies both Right-Wing Authoritarianism and
Social Dominance as robust predictors of a number of sociopolitical outcomes usually
associated with right-wing ideologies, such as social and economic conservatism, gener-
alized prejudice, intergroup hostility, nationalism, ethnocentrism, and antidemocratic
sentiments (Altemeyer, 1998; Duckitt, 2006; Sidanius & Pratto, 1999; Pratto et al., 1994;
Sibley, Robertson, & Wilson, 2006; Roccato & Ricolfi, 2005; Sidanius & Pratto, 1999).

Few investigations, however, have addressed the links between RWA and SDO and
other personality features like basic traits and basic values to disentangle their relation-
ships and to clarify the pathways through which they contribute to political preferences.
Some authors have posited that conscientiousness and a lack of openness to experience
are at the root of RWA. A lack of agreeableness and a lack of openness to experience have
been posited, instead, as at the root of SDO (Akrami & Ekehammar, 2006; Ekehammar
& Akrami, 2007; Sibley & Duckitt, 2008). Others have found that conservation values
(security, conformity, and tradition) correlate with RWA, whereas self-enhancement
values, above all power, correlate with SDO (Altemeyer, 1988).

Ultimately, Duckitt and Sibley (2010) have advocated a dual-process motivational
(DPM) model in which individual factors and social experience in concert contribute
to political preferences. In the posited model, personality traits influence ideological
preference indirectly through the mediation of RWA and SDO (see also Duckitt, 2001;
2003). As argued by the authors, “RWA and SDO represent two basic dimensions of
social or ideological attitudes, each expressing motivational goals or values made chron-
ically salient for individuals by their social worldviews and their personalities” (Duckitt
& Sibley, 2009, p. 298). High conscientiousness and low openness to experience may
elicit the belief that the social world is an inherently dangerous and threatening place (as
opposed to safe and secure), which predisposes individuals to become more authoritar-
ian. Low agreeableness leads people to the belief that the world is competitive, which
causes stronger endorsement of social dominance attitudes (Duckitt & Sibley, 2009).
Social circumstances in their turn may further affect people’s beliefs about the world,
and thus their level of authoritarianism and social dominance, whose expression may
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vary to the degree to which social and economic contingencies lead people to perceive
societal threat and danger (RWA), or intergroup inequality and competition (SDO)
(Duckitt, 2006). Recent findings, for instance, indicate that the perception of threat from
terrorism may activate more “authoritarian” views that result in support for restrictive
government policies promoting order and safety (Hetherington & Suhay, 2011).

Despite diverse findings, research on SDO and RWA is largely consistent with the rea-
soning of Caprara, Schwartz, and colleagues about the influence of traits, values, and
core political values on political attitudes (Caprara et al., 2006; Schwartz et al., 2010),
as well as with the reasoning of Jost et al. (2009) about elective affinities between a per-
son’s proclivities and situational challenges and opportunities. People’s predispositions
and needs are turned into habits and values, depending on their early socialization and
personal experiences. Likewise, situations provide the challenges and opportunities that
allow values to turn into habits and action.

2.5. Cognitive Abilities and Styles

Cognitive abilities are generally referred to as an individual’s propensity to compre-
hend complex ideas, adapt successfully to diverse environments, learn from experience,
engage in reasoning, and use skills to solve a variety of problems. Although cognitive
abilities are important features of a person’s total functioning, little research has system-
atically addressed their influence on political preferences (see Van Hiel, Onraet, & De
Pauw, 2010).

In a world in which most people achieve a relatively high level of education and in
which success at school and at work largely depends on aspects of intelligence other
than IQ, much of the impact of cognitive abilities and education on political preference
is mediated by individual differences like traits and values, and their effects are likely
to differ across social and political systems. In reality, cognitive styles, namely charac-
teristic ways of conceptually organizing the environment, have long been associated
with political preferences of both citizens and political elites (Tetlock, 1983, 1984, 1985;
Tetlock & Suedfeld, 1988).

Earlier studies on authoritarianism (Adorno et al., 1950), intolerance of ambiguity
(Frenkel-Brunswik, 1949), dogmatism (Rokeach, 1960), and uncertainty avoidance
(Wilson, 1973) have demonstrated that political conservatives are less flexible than lib-
erals in their way of thinking.

Integrative complexity has become a popular notion in recent research focused on the
thinking and reasoning of voters and politicians (Suedfeld, Tetlock, & Streufert, 1992).
Integrative complexity refers to the capacity of people to differentiate and integrate multi-
ple points of view when addressing political matters. Whereas differentiation leads people
to acknowledge and distinguish all the various aspects of an issue or a decision, integration
leads people to make connections among various ideas and elements of judgment.

Earlier studies in Great Britain have shown that right-wing voters and political offi-
cials (members of the British House of Commons) report lower levels of integrative
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complexity than their left-wing counterparts (Sidanius, 1985, 1988; Tetlock, 1983,
1984). Content analysis of interviews with UK politicians and their policy statements
have shown that liberal parliamentarians managed policy issues in more integratively
complex ways than their conservative colleagues (Tetlock, 1983, 1984). Similar results
were replicated in different political and cultural contexts, such as the Soviet Union
(Tetlock, 1988), corroborating the so-called “rigidity of the Right” hypothesis, namely
that conservative and right-wing ideological beliefs are associated with mental rigidity
and low cognitive complexity.

Other studies, however, have found that extremists from both sides of the political
spectrum show lower integrative complexity (e.g., Tetlock & Boettger, 1989) than their
more moderate counterparts, in accordance with the ideological extremity hypoth-
esis, namely that traces any extremism to low cognitive sophistication and high mental
rigidity (see Jost, Glaser, Kruglanski, & Sulloway, 2003b; Greenberg & Jonas, 2003 for a
review).

3. PERSONALITY DETERMINANTS OF
POLITICAL PARTICIPATION

In many established democracies, the decline of voter turnout is viewed as a serious
symptom of political disengagement (Dalton, 2004; Franklin, 2004). It is difficult to
imagine a form of democracy that does not imply some form of active citizenry and
responsible participation, and it is difficult to imagine a more reliable and succinct indi-
cator of political engagement, although minimal, than voting. Even where democracy
could fully rely on the effective functioning of institutions, lack of political participation
would represent a vulnus for both individual and society (Allport, 1945; Lanning, 2008).

More than 40 years ago, Milbrath (1965) claimed there was a need to consider the role
of personality in models of participation. Yet the lack of consensual theories and meth-
ods has represented a major limitation to the accumulation of knowledge in this case.
Recent findings, however, attest that significant progress can be made in this domain.
Traits, values, and perceived political self-efficacy beliefs, in particular, represent major
features of personality that can contribute to understanding and promoting citizens’
engagement in politics.

3.1. Traits, Values, and Political Participation

Studies conducted using the Big Five Model have found significant relations between
basic traits, such as openness to experience and energy/extraversion, and various forms
of political participation, like voting, contacting political representatives, campaign-
ing for candidates, attending political meetings and rallies, attempting to persuade
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others on how to vote, contributing to organized political events, displaying yard signs
and bumper stickers, donating money to political associations, movements or par-
ties, distributing leaflets, and signing petitions (Anderson, 2009; Gerber et al., 2010;
Mondak & Halperin, 2008; Mondak, Hibbing, Canache, Seligson, & Anderson, 2010;
Steinbrecher & Schoen, 2010; Vecchione & Caprara, 2009). The effect of these traits is
consistent across several countries from different continents (e.g., the United States,
Germany, Italy, Venezuela, Uruguay), and persists even after other well-known deter-
minants of civic engagement, like income and education, have been taken into account
(Milbrath, 1965; Verba, Schlozman, & Brady, 1995). It is likely that both openness to
experience and energy/extraversion account for individual differences in behavior,
communication, and relational styles that are crucial for being successful in the polit-
ical arena. Important ingredients of political activity such as keeping up to date with
main political events, being receptive to a large variety of ideas and points of views, and
interacting with a large diversity of people, may benefit from a genuine openness toward
others and the world. In addition, several facets of energy/extraversion such as asser-
tiveness, persuasiveness, and dominance, are crucial to participating and being suc-
cessful in politics. Previous results suggest that extraversion is consistently related to
leadership across study settings and leadership criteria (Judge, Bono, Ilies, & Gerhardt,
2002). Other findings have shown that politicians score higher than the general popula-
tion on energy/extraversion (Best, 2011; Caprara et al., 2003).

These results are in accordance with those of Silvester and Dykes (2007), who focused
on personal determinants of electoral success among a large sample of political candi-
dates. Their study is unique in that it uses data from an assessment center set up by a
major UK political party for selecting prospective parliamentary candidates. It has been
found that both critical thinking and communication skills are significantly associated
with candidates’ political performance, as assessed through the percentage of votes
achieved in the 2005 UK general election. As argued by Silvester (2008), “politicians
must be able to shift through large amounts of information quickly, identify key argu-
ments, balance conflicting demands and formulate responses” (p. 128). On the other
hand, they must be able to communicate effectively across different audiences and
communication media, as well as be able to persuade potential voters of their inten-
tions (Silvester, 2008). It is likely that much of the capacity needed to analyze, organize,
and integrate information and needed to convince and persuade people can be traced
to basic traits like energy/extraversion and openness to experience, although not only
these traits, and not directly.

Recent contributions have pointed to the role of personal values in affecting citizens’
decision to vote. Although voting is the minimal expression of political participation,
people have no reason to vote unless they perceive that voting serves to promote their
personal priorities to a certain degree. Conversely, the more people perceive political
programs as irrelevant to or incongruent with their values, interests, and priorities,
the less voting is perceived as mandatory and the more people are inclined to abstain.
Based on this reasoning, a recent study addressed the influence of personal values on
electoral participation (Caprara, Vecchione, & Schwartz, 2012). In the Italian context,
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people who did vote assigned relatively high priority either to universalism values or
to security values, namely the values appealed to by the two major political coalitions.
Nonvoters, by contrast, attributed less importance than voters to values like universal-
ism and security that were decisive in allocating left and right preferences, and assigned
greater importance to values like stimulation and hedonism that have no impact on
political preference. As neither coalition was associated with promoting the pursuit of
excitement or pleasure, voting offered little payoff for reaching these goals that moti-
vated nonvoters.

3.2. Perceived Political Efficacy

Political efficacy has been a popular and relevant concept in political science. First,
Campbell, Gurin, & Miller (1954) conceptualized political efficacy as the “feeling that
individual political action does have, or can have, an impact upon the political process,
namely, that it is worthwhile to perform one’s civic duties” (Campbell et al., 1954, p. 187).
Although initially conceived as a unitary construct, it soon became clear that politi-
cal efficacy included both judgments people make about their own capacities and their
attitudes toward the political system. Then a number of authors suggested distinguish-
ing between internal and external political efficacy, pointing respectively to two com-
ponents of people’s beliefs regarding their contribution to change in society (Converse,
1972; Craig, 1979; Gurin & Brim, 1984; Lane, 1959): people’s beliefs regarding their abil-
ity to achieve desired results in the political domain and people’s beliefs that the political
system is amenable to change through individual and collective influence.

While a number of studies have shown that internal political efficacy plays an impor-
tant role in promoting political participation and civic engagement (Abramson &
Aldrich, 1982; Finkel, 1985; Madsen, 1987; Milbrath & Goel, 1977; Zimmerman, 1989),
external political efficacy has been found to be associated with general trust in the func-
tioning of the political system and institutions (Niemi, Craig, & Mattei, 1991).

A major limitation of the above findings is that most studies are not grounded in a
comprehensive theory of personality functioning capable of accounting for why and
how people’s beliefs in their efficacy influence their political behavior. Social cognitive
theory (Bandura, 1986; 1997) makes a useful contribution in this respect, placing politi-
cal efficacy within a broad theory of human agency. The theory focuses on perceived
political efficacy, which is defined as the judgments people make about their capacities
to perform effectively in the political domain, and views this as a major determinant of
political engagement. The theory states that (a) people are self-organizing, proactive,
and self-regulating agents because of the self-reflective and forethoughtful properties
of the human mind; (b) people’s self-directive capacity operates through structures and
mechanisms that grant control over the environment and set the course of people’s own
life; (c) people learn from their own and others’ experience, infer their sense of efficacy
from dealing successfully with challenging situations, engage in activities that give them
satisfaction and self-worth, avoid behaviors that carry self-censure, and accord their
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behavior to the values they cherish while pursuing goals that they perceive as within
their reach; (d) people make judgments about their capacities, namely self-efficacy
beliefs, that are the most influential determinants of their efforts and accomplishments.

A broad literature documents the pervasive influence of perceived self-efficacy on
cognition, motivation, learning, and performance, while diverse lines of research attest
to the role that self-efficacy beliefs exert in sustaining intellectual development, social
adjustment, and well-being while promoting academic achievement, work perfor-
mance, and healthy habits. The judgments people make about their capacity to be effec-
tive in the realm of politics are critical to inclining them to devote the time and effort
needed to stay informed and participate actively. Lacking a sense of personal efficacy
may nurture both feelings of distance and alienation conducive to disenchantment and
ultimately to withdrawal from politics.

A study by Caprara, Vecchione, Capanna, and Mebane (2009) illustrates the close
link between political engagement and perceived efficacy. Italian politicians reported
higher perceived political efficacy than political activists who, in turn, reported higher
political self-efficacy than voters who were not political activists. This finding held
regardless of the political orientation or ideology of the people involved. Other find-
ings verify the mediational role that political self-efficacy beliefs play in linking open-
ness to experience and energy/extraversion traits to political engagement (Vecchione
& Caprara, 2009). Personality traits provide the potential for political activity, but they
do not necessarily turn into political action. Likely values are crucial to channel traits,
but values are not sufficient to grant that people will invest their talents and virtues
in politics, unless properly equipped for the political arena. People can be extremely
energetic and open-minded, but, whatever their value priorities, it is unlikely that they
will get actively involved in politics unless they feel capable of doing what politics con-
tingently requires.

4. NAVIGATING POLITICAL WATERS
THROUGH PERSONALITY COMPASS

4.1. Dispositional and Likeability Heuristics: The Role
of Traits in the Impressions and Evaluations Voters
Draw from Politicians

Modern politics presents voters with an enormous amount of information from mul-
tiple sources. The media saturates the voting population with images designed to reflect,
portray, invent, construe, and sometimes denigrate the personalities of political candi-
dates. Given the enormous amount of information people have from multiple media
sources about issues, candidates, parties, appeals, and negative campaigns, the task of
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making judgments about political personalities would seem to be a rather challeng-
ing one. Cognitive theorists argue that individuals navigate through the complexity of
their political environments by using heuristics as efficient mental shortcuts for orga-
nizing information and simplifying political choices (Sniderman, Brody, & Tetlock,
1991). Likewise scholars of political reasoning have pointed to a variety of strategies that
people use to make reasonable choices, given their bounded rationality (Delli Carpini,
Huddy, & Shapiro, 1996; Popkin, 1991; Simon, 1985). One of these is a dispositional
heuristic that anchors impressions and inferences about politicians’ intentions to traits
that are habitually used to describe oneself and others and that are most important
within politics (Caprara & Zimbardo, 2004). Dispositional inferences about politi-
cians may be spontaneously activated, as for any other person (Uleman, Newman, &
Moskowitz, 1996), may summarize a variety of feelings and perceptions, and may carry
specific attributions about politicians’ motives and intentions. People are able to make
judgments about a politician’s competence after only a brief exposure to their visual
image (Todorov, Mandisodza, Goren, & Hall, 2005). Dispositional constructs provide a
parsimonious way to organize knowledge and to extend voters’ control over politicians’
future performance on the common assumption that personality dispositions are rela-
tively stable.

A number of studies have shown that voters process information about candidates in
a schematic fashion (Conover & Feldman, 1986); and that traits play an important role
in organizing political knowledge preferences (Funk, 1999). Findings from several stud-
ies conducted in the United States and Italy have shown that voters’ judgments of politi-
cians can typically be traced back to two clusters of traits, which have been referred to as
integrity, which represents a blend of agreeableness, conscientiousness, and emotional
stability, and leadership, which represents a blend of energy/extraversion and open-
ness to experience (Caprara, Barbaranelli, & Zimbardo, 1997; 2002). These dimensions
largely overlap with the two personality features of politicians that have been frequently
reported as being the most important among electorates in several democracies of the
Western world (Popkin, 1991). Thus, when voters appraise the personalities of leading
politicians, the typical five-factor structure collapses into two broader categories, that is,
energy/extraversion and friendliness, which serve as the main anchors or attractors for
evaluating politicians’ personality and subsume the other dimensions of the Big Five.
These are also the factors in which politicians report higher scores than nonpoliticians
(Capraraetal., 2003).

The same simplified solution has been replicated in Italy for voter judgments of politi-
cians with different degrees of political leadership, and with the major coalition leaders
serving in different roles (Caprara, Barbaranelli, Fraley, & Vecchione, 2007). Replicating
earlier findings from the United States (Miller, Wattenberg, & Malanchuk, 1986), this
result suggests that judgmental categories used to evaluate politicians’ personalities
tend to remain remarkably stable over years, despite changes in their political responsi-
bilities. The use of this kind of dispositional heuristic allows voters both to simplify the
personal information that is made available about candidates and to anchor their judg-
ments to personality traits that are most relevant for holding political offices.
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As the media expose citizens to a huge amount of contrasting information, the
simplified perceptions of the personalities of political leaders can be instrumental
to a cognitively efficient strategy that leads voters to focus on what they care for and
expect most from politicians at a given time in a given context. In doing so, they
may sacrifice a more detailed, informative, fine-grained evaluation of the candidates’
personalities. Yet a functional trade-off can take place between distinctiveness and
comprehensiveness as latent factors become restricted in number but broadened in
latitude.

Another form of judgmental heuristic at work in the political domain is a kind of
likeability heuristic by which choices between people are weighted on the basis of the
sympathy and positive affect they may elicit (Sniderman et al., 1991). The more a candi-
date is liked, the higher is his or her probability of attracting votes. A well-documented
literature supports the hypothesis that individuals are most attracted by people who are
similar to themselves (Byrne, 1971; Fiske, 2004; Klohnen & Luo, 2003). This attraction
may serve a series of needs, such as personal coherence, belonging, and control over
the environment. Both familiarity and a kind of egocentric favoritism may contribute
to liking those who are perceived as similar to oneself (Byrne, Bond, & Diamond, 1968;
Zajonc, 1980). People may like others who share the same preferences, proclivities, and
aversions in order to be consistent and maintain a balanced state of feelings and cogni-
tions (Heider, 1958), or because these shared attributes reaffirm and validate one’s own
(Fiske, 2004).

The similarity-attraction relationship has gradually gained support in different
domains of political preferences. Physical similarity, for instance, proved influential in
increasing candidate support in an experiment in which the degree of candidate-voter
facial similarity was manipulated. People showed higher preference for facially simi-
lar candidates, even though participants were not aware of the similarity manipulation
(Bailenson, Iyengar, Yee, & Collins, 2008).

Other studies have pointed to the role that personality traits may exert in anchoring
and fostering similarity judgments. Findings drawn from the 2004 presidential election
in the United States and from the 2006 Italian national elections have shown that voters
generally perceive politicians for whom they vote as being most similar to themselves
with respect to a variety of personality characteristics, while those they do not vote for
are judged to be most different (Caprara, Vecchione, Barbaranelli, & Fraley, 2007). As
traits allow voters to organize their impressions of politicians in a coherent fashion and
to link politicians’ perceived personalities to their own personalities, it is likely that
traits are among the major elements through which the similarity-attraction principle
operates in politics.

Whatever the source of similarity, whether physical or moral, whether real or just
attributed, one cannot doubt the function that it exerts in building and keeping con-
sensus. As people tend to like people whom they perceive as similar to themselves,
voters will like and therefore vote for candidates they consider most similar. Thus, simi-
larity promotes likeability, which in turn affects political judgments and choices. The
more voters acknowledge in their leaders the same personal qualities that they use to
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characterize themselves, the easier it will be for voters to infer that their leader will act
on their behalf and in accordance with a shared worldview.

4.2. A Congruency Model of Political Preference and
Participation

Congruency between emotions, cognitions, and actions corresponds to a kind of neces-
sity that marks our lives. Individuals feel uneasy when behavior does not fall in line with
feelings and reasoning, and when emotions, thoughts, and actions are not in accordance
with one another. In reality, it is a property of our self-system and a necessity of our social
life to preserve a certain level of congruency between what we declare and what we do
and between how we feel and how we present ourselves. Patterns of congruity between
thoughts, emotions, and actions are at the core of our identity; they get associated with
the experience of unity and continuity, allow us to make sense of others’ behaviors, feel-
ings, and thoughts on the assumption that what accounts for oneself also accounts for
others, and, finally, contribute to the stability of the relationship among people, by con-
ferring a sense of stability, predictability, and controllability to their exchanges.

Several findings support the view that a powerful congruency principle is functioning
at different stages of political transactions, with personality evaluations playing a cru-
cial role in making sense of both voters’ preferences and politicians” appeals (Caprara &
Zimbardo, 2004).

The congruency principle accounts for how the distinctive personality characteris-
tics reported by leaders and followers can be traced back to common ideals that supply
the emotional glue that bonds them together. The same principle operates in allowing
voters to equate congruency in their habits, values, and preferences as diagnostic of a
politician’s ideological orientations. Next, it operates in how voters appraise politicians’
personality, selecting those attributes that they believe to be most relevant to the political
office and that they personally value most. Finally, it operates in how voters perceive pol-
iticians as similar to themselves, either because politicians and voters of the same coali-
tion share similar values and habits, or because politicians tend to convey images that
highlight traits that are most congruent with the political views they advocate. While the
image that people have and cultivate of themselves serves as a compass to navigate the
world of politics, congruency attests to the commonality of feelings, thoughts, habits,
and ideals among partisans, while accentuating the distinctiveness among opponents.

Just as there is a match between what people report about themselves in the sphere
of habits, needs, values, and political orientations, there is a similar match between the
self-reported personality of voters and the perceived personality of preferred politicians.
The same congruency principle may contribute to individuals’ political engagement.
The more voters’ preferences meet political offerings that are congruent with the values
that most account for their personal and social identity, the more they feel committed to
vote and draw a sense of self-actualization from voting. The more voters acknowledge
in other voters the same personal qualities that they use to characterize themselves, and
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the more they expect others will behave like them, the more they derive a sense of inclu-
sion and collective efficacy. The more voters acknowledge in their leaders the same per-
sonal characteristics that they use to characterize themselves, the more they will draw
a sense of control over their actions, and the easier it will be for them to make sense of
their leader’s choices. The more citizens feel close to their representatives, the more they
have reason to believe that their own opinions count, and the more reason they have to
pay the cost of political engagement.

As congruency is crucial in matching individuals’ preferences and political offerings,
personal and collective efficacy beliefs are crucial in sustaining political participation.
Ultimately, congruency and efficacy go hand in hand in sustaining political participa-
tion: the more politics is perceived within the reach of their understanding and pur-
suits, the more people will have reason to invest in politics. Conversely, incongruency
between leaders’ behaviors, political programs, and citizen’s priorities may fuel feelings
of distance, alienation, and powerlessness conducive to various forms of democratic
disenfranchisement, no matter whether due to self- or social exclusion. This may be
the case when voters face a world of politics whose functioning is incomprehensible or
beyond their control, when issues seem irrelevant, or when political programs are dis-
joined from people’s priorities and values. Common sense dictates that people’s engage-
ment does not matter when leaders operate like members of a caste apart from other
citizens.

5. CONCLUSIONS

The findings reported above demonstrate the contribution of personality science to an
understanding of the psychological processes and structures that account for one’s ideo-
logical orientation and level of political participation. They also highlight the contribu-
tion of personality science to an understanding of the personal determinants that are at
the core of democratic consensus and a well-functioning democracy.

Democracy may be defined as the form of government that aims for the realization of
self-determination and ultimately for the actualization of the potentials of self-reflective
agents (Dahl, 2007; Post, 2006). In reality, the traditional ethos of democracy requires
members to see themselves and treat each other as socially equal in their capacities to
express their opinions and preferences in the pursuit of conditions that may maximize
public welfare. Equality and freedom are ideals crucial to democracy, and granting citi-
zens the best conditions to express their talents and potentials is crucial for the realiza-
tion of those ideals.

People, in fact, are not just beings endowed with talents that predispose them to react
in particular ways when confronted with particular stimuli or tasks, but beings endowed
with a vast array of unexpressed capacities that are realized within appropriate environ-
ments. Potentials draw attention to the fact that personal qualities develop and express
themselves through dynamic interactions between people and their sociocultural
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environment, assigning them a proactive role in selecting and changing the situations
they encounter, and ultimately setting the course of their life. In this regard, understand-
ing the development and functioning of personality is no less important than knowledge
regarding the functioning of social institutions and government. Likewise, address-
ing the personality features that account for political behavior is no less important that
addressing the processes and mechanisms that account for its development and change.
This leads to research that extends beyond a study of needs and abilities to capture self-
regulatory mechanisms that are at the core of human agency.

Ultimately we believe that the growth of personality and the growth of democracy
are conditional and reciprocal. The growth of democracy should grant the conditions
for the full expression of citizens’ potentials and thus for the most knowledgeable politi-
cal participation, while citizens’ major engagement in politics should contribute to the
democratization of the entire political process. To this aim further research is needed to
identify the experiences and pathways conducive to the endorsement of worldviews and
lifestyles that are most congenial to democracy and the policies that may promote and
sustain those experiences.

Our reasoning draws upon knowledge and ideals of Western democracies, and one
should be aware that the same reasoning may not apply to the same degree and in the
same fashion to other social and cultural contexts where notions like human agency,
personal and social identity, ideology, and political rights are expressed in different
ways. In reality, one may doubt that the same principles apply in societies where women
have no voice, dissenters are prosecuted, and power does not belong to the people.
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CHAPTER 3

......................................................................................................

CHILDHOOD AND ADULT
POLITICAL DEVELOPMENT

......................................................................................................

DAVID O. SEARS AND CHRISTIA BROWN

IF the study of history considers human affairs through the lens of time as an indepen-
dent variable, the study of human psychological development views individuals in terms
of their life histories, employing the tool of time within the human life span. Accordingly,
this chapter examines the life histories of political orientations as they evolve from early
childhood through old age (for an earlier version, see Sears & Levy, 2003).

The life history perspective has a unique niche in political psychology in a variety of
respects. It addresses the constant tension between continuity and change as played out
throughout an individual’s life span. Such an historical emphasis contrasts with more
ahistorical approaches such as the rational choice theories drawn from the field of eco-
nomics, or the behavioral decision theories drawn from psychology, or cognitive psy-
chology more generally. Moreover, it helps us to understand the origins of orientations
that are politically consequential among adults, whether concerning politics specifi-
cally (see Taber and Young, chapter 17, this volume; Feldman, chapter 19, this volume)
or intergroup relations (see Huddy, chapter 23; Kinder, chapter 25; and Hewstone and
Al-Ramiah, chapter 27, all in this volume). At a more practical, or ultimately perhaps
impractical, level, the utopian spirit ranges far and wide among humans, including
such disparate types as liberal social scientists, Jesus Christ, Adolf Hitler, and Vladimir
Lenin, and sometimes centers on the hope that human progress might be aided by early
intervention.

Time appears as an independent variable most often in three ways. One concerns the
persisting effects of early experiences. Early studies of political socialization documented
the appearance in childhood and adolescence of racial prejudice, national and other
identities, party identification and ideology, and support for political leaders, regimes,
and systems (see Renshon, 1977; Sears, 1975). Such youthful attitudes were generally
assumed to be meaningful and to have lasting influence throughout the life span.

A second focus is upon “the times” Individuals’ life histories are inextricably con-
nected to what happens in the broader environment. Sometimes “the times” show
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dramatic changes, such as during the French Revolution, the emancipation of African
American slaves, World War II, China’s Cultural Revolution, or the abrupt collapse of
the Soviet Union. More often change is significant but gradual, as in the slow changes
since the New Deal in the American party system. Or sometimes change is so glacial it
appears nonexistent, as in the American polity’s commitment to freedom of speech and
worship.

A third general approach looks for politically distinctive features of different life
stages. Young children may have difficulty cognitively linking various aspects of their
experience, delaying their appreciation of abstract concepts such as Congress or
the Supreme Court. Adolescents may be especially vulnerable to “storm and stress”
and drawn to unconventional behavior and to political rebellion, such as in the old
French adage, “He who is not a revolutionary at 20 has no heart; he who is a revolu-
tionary at 40 has no head” Young adults may be especially concerned about their own
independent identity and be somewhat unmoored in society, and so more open to
influence. Mature adults, embedded in work, home, and family, may show a stronger
sense of self-interest. The elderly may flag in mental and physical energy, with conse-
quences for the consistency and stability of their attitudes and for their level of politi-
cal participation.

Previous review essays in handbooks of political psychology have been titled “politi-
cal socialization” and have focused largely on the childhood acquisition of specifically
political orientations (Merelman, 1986; Niemi, 1973). The application of preadult
developmental approaches to political psychology has undergone considerable cycling
in popularity. A generation ago, Greenstein (1970, p. 969) felt that “political socializa-
tion is a growth stock,” and Sears (1975, p. 94) noted that “research output has increased
at a geometric rate” A reaction then set in, characterizing political socialization as in
a “bear market” (Cook, 1985) and challenging two often overly enthusiastic assump-
tions: of a “primacy principle,” the staying power of early-acquired predispositions, and
a “structuring principle,” that early-acquired predispositions had special political power
in adulthood (e.g., Searing, Schwartz, & Lind, 1973; Searing, Wright, & Rabinowitz,
1976). Some called for recognition of more openness to change through the life course;
for example, that “change during adulthood is normal” (Sapiro, 1994, p. 204), and others
that “learning and development are [not] completed by adulthood; rather they [con-
stitute] a lifelong process” (Sigel, 1989, p. viii). Some trends in political science more
generally also contributed to de-emphasis on preadult experience, especially economic
theories focusing on the rational choices made by adults. Then, in some eyes, political
socialization research experienced a “rebirth” (Niemi & Hepburn, 1995).

In contrast to that early focus on preadults, we broaden our scope to the full life
span. We begin with a discussion of the preadult acquisition of basic political predis-
positions, with particular focus on the paradigmatic case of party identification in
America, as well as on ethnic and racial prejudices and identities. We then consider
the later life history of such predispositions, with particular attention to their persis-
tence, and to the related “impressionable years” model postulating particular suscepti-
bility to change in late adolescence and early adulthood, with applications to political
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generations. We conclude with some attention to the competing role of contextual
changes in adulthood.

1. CHILDHOOD AND ADOLESCENCE

1.1. PartyIdentification

The paradigmatic case of the development of political attitudes among preadults has
been Americans party identifications. In large part that is because party identification
is by far the strongest and most consistent predictor of voting preferences in the world’s
oldest democracy. The early conventional wisdom was that “a man is born into his polit-
ical party just as he is born into probable future membership in the church of his par-
ents” (Hyman, 1959, p. 74).

The more complex theory then developed in The American Voter (Campbell,
Converse, Miller, & Stokes, 1960) is perhaps the most influential in the study of
American political behavior, based on a sequence of two questions asked of each survey
respondent (see Huddy, chapter 23, this volume, for the exact wording). It described
party identification as an attitudinal predisposition typically acquired in preadult life,
often from the parental family; as highly stable over the life span; as the most powerful
single factor in determining candidate evaluations and voting choices in partisan elec-
tions, and often issue preferences as well; as usually acquired and maintained without
an elaborate accompanying ideological understanding about the positions of the two
parties; with the strength of party identification (or its “crystallization”) being thought to
increase through the life cycle as the individual accumulated experience with the parti-
san electoral system, at least in periods of a stable party system (Campbell et al., 1960).

This early theory relied on less direct empirical assessment of these propositions than
has later research. It relied on adults’ recall of their earlier lives to establish early acquisi-
tion, familial influence, and stability over the life span; on cross-sectional correlations
to establish its influence over candidate and issue preferences; on the paucity of adults’
ideological thinking to establish that early acquisition of partisanship was not usually
informed by larger ideological understandings; and only later on empirical tests of the
strengthening of party identification with age (Converse, 1969; 1976).

Later research tested for the crystallization of preadults’ party identifications directly
(Sears & Valentino, 1997), using the criteria originally suggested by Converse (1964)
for detecting belief systems (constraint across related attitudes, stability over time, and
power over attitude formation toward new attitude objects), and found that adolescents’
party identifications had crystallized almost to adult levels by the end of a presidential
campaign. A similar study found that the party identifications of a large sample of enter-
ing college students had already crystallized approximately to adult levels, and that the
adult demographic and value correlates of partisanship were largely in place already
(Sears, Haley, & Henry, 2008).
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The original hypothesis of preadult family transmission was later directly tested by
Jennings and Niemi (1974; 1981), in their classic “Michigan socialization study; inter-
viewing a national sample of high school seniors and their parents in 1965, with both
samples again in 1973 and 1982, and with the student cohort along with children of the
former students in 1997. They found substantial, though not perfect, parental transmis-
sion of party identification to their adolescent children, and lesser transmission of other
political attitudes (Jennings, Stoker, & Bowers, 2009; also see Kroh & Selb, 2009, for evi-
dence of successful parental transmission in the German multiparty system). Parent-
child similarity of partisanship declined through the offsprings’ early adulthoods
(though not thereafter), as their own issue preferences had increasing influence (Beck &
Jennings, 1991; Niemi & Jennings, 1991).

But plainly families vary considerably in their ability to pass their partisanship on
to their offspring. The most politicized parents, and those with the most stable atti-
tudes themselves, are consistently the most successful (Beck & Jennings, 1991; Jennings
et al., 2009). Similarly, parental political interest produces greater influence, at least
while the offspring continue to live with their parents (Fitzgerald, 2011). Wolak (2009)
found greater crystallization of preadults’ partisanship among adolescents who con-
verse more politically with their parents. In the words of the authors of The American
Voter Revisited, a recent reassessment of The American Voter, adolescents from politi-
cally uninvolved homes find themselves “largely adrift in partisan terms” (Lewis-Beck,
Norpoth, Jacoby, & Weisberg, 2008, p. 141).

Politicized parents seem to be particularly successful because they most accurately
communicate their political positions to their children (Niemi, 1974; Tedin, 1980).
Variations in the quality of parent-child relationships, such as rebellions against parents,
seem generally not to be central in success of transmission (Jennings & Niemi, 1974).
Accuracy of perception of parental positions also helps to explain differences in trans-
mission across attitude domains: parental attitudes are communicated more clearly in
some (e.g., candidate choices in hotly contested elections) than others (e.g., political effi-
cacy). Nevertheless, working in favor of parental transmission of partisanship is that it
usually displays one of the strongest correlations of any attribute between spouses, sug-
gesting that it plays a relatively important role in mate choice (Alford, Hatemi, Hibbing,
Martin, & Eaves, 2011).

But the child’s own political interest plays a role, suggesting that preadults are some-
times not mere passive recipients of political socialization but active participants (see
similar findings from England and Germany; Zuckerman, Dasovic, & Fitzgerald, 2007).
Interestingly, Fitzgerald and Curtis (2012), analyzing panel surveys in several coun-
tries, found that parental discord over politics tends to produce higher levels of political
engagement over time in their offspring. And offspring sometimes influence parental
attitudes, especially in domains in which they introduce more “modern” attitudes to
their families (Sapiro, 2003; also see Fitzgerald, 2011 regarding nontraditional “rising
parties” in Switzerland; or Zuckerman et al., 2007, in England and Germany).

The centrality of family transmission was originally proposed in an era of more fre-
quent intact two-parent families than is the case now, with higher rates of divorce and
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never-married mothers, and in an era seemingly marked by more ritualized parent-
child contact than today. Even so, the extension of the Michigan socialization study to
the children of the original students shows quite convincingly that parent-child trans-
mission in those families shows very much the same pattern as it did in the original fam-
ilies (Jennings et al., 2009). Indeed in some attitude domains it is even higher, such as in
political ideology and racial attitudes. Nevertheless, parental absence, especially divorce
(more than death, oddly) weakens preadults’ political involvement (Sances, 2013).

“The times” are also implicated in the preadult acquisition of party identification.
The original theory implied that it was transmitted in piecemeal fashion in the course
of daily life. But if the key to successful political socialization is clear communication
of stable parental attitudes, vivid political events might be important catalysts because
their heavy information flows could provide occasions for such communication. Indeed
Sears and Valentino (1997) found that the crystallization of adolescents’ partisanship
increased dramatically, almost to parental levels, through the course of a presidential
campaign. No such increase occurred in adults’ partisanship, which was already at
high levels; nor toward attitudes objects peripheral to the campaign; nor during the less
information-intense postcampaign year. Crystallization increased most among ado-
lescents most engaged in interpersonal political communication (Valentino & Sears,
1998). Indeed longer-term interest in politics may be sparked if preadults enter the age
of political awareness at times of heightened activity in the political arena (Wolak and
McDevitt, (2011; also see Fitzgerald, 2011). Another study showed that highly visible
female candidates produced more political involvement among adolescent girls due
to greater political discussion within the family (Campbell & Wolbrecht, 2006). Other
political events, such as 9/11, have also been shown to contribute to adolescents’ politi-
cal socialization (Gimpel, Lay, & Schuknecht, 2003).

1.2. Role of Government

At one time, childhood political socialization was thought to be a key element in install-
ing a sense of government legitimacy and diffuse system support in mass publics. One
vehicle for accomplishing that goal was to develop children’s admiration for the most
visible and personal symbol of government, the chief of state (Easton & Dennis, 1969).
This line of research has been less active in recent years, perhaps due to questions about
the durability of those early attitudes, and with recognition that children’s supposed
idealization of the American president was partly a function of the popularity of the
incumbents when that early research was done (for a review, see Sears, 1975).

In the United States, most children learn about their presidents in the early school
years (Easton & Dennis, 1969; Hess & Torney, 1967; Picard, 2005). At this age, children
have a basic sense of the president being the leader of government. Their understanding
of the methods, purposes, and effects of government increases across elementary school
(Abraham, 1983). Across countries, children around age 8-10 tend to be quite positive
about their government and its symbols (Sears, 1975).
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Indeed some research indicates that children and early adolescents believe the govern-
ment should play a larger role than do adults (Lopez & Kirby, 2005). For example, Brown,
Mistry, and Bigler (2007) found that American children between the ages of 6 and 14
believed that the government should have played an important role in aiding the victims
of Hurricane Katrina by providing houses, jobs for families, and money. A majority of
ninth-graders in a national sample reported that the government should be responsible
for providing free basic education and healthcare for everyone, and a sufficient standard
ofliving for the elderly (Baldi, Ferie, Skidmore, Greenberg, & Hahn, 2001).

However, adolescents are less generally positive toward their government and its
symbols than are younger children. They also begin to mirror adults’ sometimes nega-
tive attitudes, such as in the case of the disgraced President Nixon. Affect toward less
controversial symbols of the nation generally remains positive, however, such as toward
the American flag and British monarchy (see Sears, 1975).

1.3. Civic Engagement

The early adolescent years mark the formation of attitudes toward civic engagement
(Metz & Youniss, 2005). This is important because civic engagement in youth may be an
important predictor of voting in adulthood (Youniss, McLellan, & Yates, 1997). At least
having civic knowledge in high school is associated with whether youth think they will
vote in the future (Krampen, 2000)

One challenge is defining civic engagement in a population too young to vote.
Descriptions of civic engagement used in large international studies include social
responsibility, loyalty, patriotism, a sense of political efficacy, trust in the government,
participation in political discussions, knowledge of democracy, and having a concern
for the welfare of others beyond oneself (Sherrod, Flanagan, & Youniss, 2002). Torney-
Purta, Lehmann, Oswald, and Schultz (2001) go further and argue that developing
citizenship should also include awareness of human rights, including respect for the
political rights of women and ethnic minorities.

Not surprisingly, civic engagement increases across adolescence, in some respects
attaining adult levels and in others falling short. For example, Moore, Lare, and Wagner
(1985) found that most adolescents (90%) believe adults should vote and obey the law,
though only half believed adults should be affiliated with a political party. About half of
American adolescents in another study gave a correct definition of “democracy;” divided
among mentions of the freedoms and rights of the individual, majority rule, and the
promise of civic equality (Flanagan, Gallay, Gill, Gallay, & Nti, 2005). Correct responses
increased with age. Youth whose parents were more educated, and who engaged in fam-
ily discussions of current events, were more likely to give a correct definition of democ-
racy, paralleling the evidence on family political socialization cited earlier. Cognitive
development may be involved as well: 14-year-olds have greater ability to view multiple
sides of social problems and consider others’ opinions than do 10-year-olds (Gallatin &
Adelson, 1971).
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Many point to the youthful socialization process as an important means of increasing
civic engagement. Adolescents’ subjective civic engagement, such as feeling politically
competent and influential in shaping others’ political views, is associated with greater
participation in political activities in everyday life, such as having political discussions
and watching political news reports (Krampen, 2000). Youth with civically engaged
parents are more likely to be civically engaged (Flanagan, Bowes, Jonsson, Csapo, &
Sheblanova, 1998). Civic education in youth settings (e.g., Torney-Purta et al., 2001)
may also be important spheres in which youth can increase their civic knowledge, feel a
sense of social responsibility, and increase their political self-efficacy.

1.4. Race and Ethnicity

In a diverse society, ethnicity and race are important social categories, influencing indi-
viduals social attitudes and identities, among other things. Although there are impor-
tant distinctions between race and ethnicity, children rarely make the distinction, so
racial and ethnic attitudes and identities develop similarly and have similar implica-
tions. We will discuss the findings of race and ethnicity together.

1.4.1. Prejudice and Stereotyping

Most early research on the development of racial prejudice examined American and
Canadian children (see Aboud, 1988 for a thorough review). More recent work with
international samples has shown very similar findings. It indicates that children endorse
racial stereotypes and show racial biases very early, before age 3, even before they can
correctly identify their own race or ethnicity. In one American study, when children age
2% were asked to choose photographs of unfamiliar peers they would like to play with,
a majority of white and black children picked a same-race face (Katz & Kotkin, 1997).

By age 3, however, a majority of American white and black children alike began to
choose a white peer (Katz & Kotkin, 1997). For white children, a bias favoring whites
continues to increase until approximately age 7 or 8. Among black children, however,
this white preference typically continues until about age 6, after which point they begin
to show an own-race preference when picking a potential playmate. Kelly and Duckitt
(1995) found a similar white preference among black South African children up to age
10. Originally it was argued that this early white preference shown by young black chil-
dren was due to poor self-esteem (Clark & Clark, 1939). Contemporary researchers
argue instead that it reflects children’s recognition that being white is desirable because
it is associated with higher social status (e.g., Aboud, 1988). In any case, by around age
10, white, black, Asian, and Latino children’s attitudes have become more similar, with
most children showing a slight preference for their own racial group (Aboud, 1988;
Brown, Alabi, Huynh, & Masten, 2011; Katz & Kofkin, 1997).

Even when children show preferences for members of their own racial group, how-
ever, they do not necessarily express dislike or derogation toward members of other
racial or ethnic groups. In one study, American children attributed positive traits



66 THEORETICAL APPROACHES

and qualities to their own racial group and were neutral toward other racial groups
(Cameron, Alvarez, Ruble, & Fuligni, 2001). However white children were more likely
to endorse racial stereotypes than were children from other racial backgrounds (e.g.,
Aboud & Skerry, 1984). And in social contexts with more explicitly negative intergroup
relations, such as Israel, children have been shown to endorse negative attitudes about
the out-group (Bar-Tal, 1996; Brenick et al., 2010).

Although children show prejudices and stereotypes very early, their understanding
of them develops more slowly, perhaps dependent on their cognitive development. In
interviews with Mexican American and black children, Quintana (2007) found that
children’s understanding of ethnic prejudice is related to their more general perspective-
taking abilities. For example, young children (ages 3-6) attributed prejudice to physical
and observable preferences, such as, “They don’t like their color” This parallels young
children’s general tendency to attend to observable, rather than abstract, characteristics
of the environment. Even slightly older children (ages 6-8) attributed prejudice to lit-
eral, nonsocial reasons, such as “They may not like Mexico.”

A big leap forward in the understanding of race, prejudice, and stereotypes occurs
around ages 8 to 10. Children at this age now generally accept the view common among
American adults that race is stable and inherited (Alejandro-Wright, 1985). They also
often recognize the social components of prejudice, even suggesting that others might
be prejudiced because of what they are taught at home (Quintana, 2007). Further, across
this developmental period, children’s knowledge of group differences in stereotyping
increases steadily (e.g., “White people think black people are not smart”; McKown &
Weinstein, 2003, p. 5). Children also become increasingly aware through the elementary
school years of the implications of these stereotypes for group status. For example many
black children rate occupations as lower status (i.e., earn less money, require less educa-
tion) if performed by blacks rather than whites (Bigler, Averhart, & Liben, 2003).

Although culturally often confounded with race and ethnicity, social class is a more
complex and abstract construct (i.e., with somewhat less visible and concrete markers
compared to skin color). Children’s understanding of social class, therefore, develops
more slowly than their understanding of race, developing first in elementary school.
Yet the two domains show striking parallels, at least in research on American chil-
dren. Qualitative research with children living below the poverty line has shown that
poor children often assume society views the poor as “troublemakers,” “dirty,” “stupid,”
and “disgusting” (Weinger, 1998, p. 108). They believe that the poor are not welcome
in wealthier neighborhoods, that the poor are social outcasts, and that more afflu-
ent children are happier and more worry-free. Other research (Emler & Dickinson,
1985) has shown that middle-class children perceive greater income discrepancies
than do working-class children between manual (e.g., road sweeper) and nonmanual
labor jobs (e.g., teachers). Regardless of their own social class, however, children typi-
cally perceive income discrepancies on the basis of occupation to be justified (Emler &
Dickinson, 1985).

Poor children’s perceptions of negative stereotypes directed toward the poor paral-
lel perceived racial stereotypes. For example, adolescents aged 11-16 consider poor
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people to be less intelligent and less able to make friends than wealthy people (Skafte,
1989). With age, stereotypes about the poor become more differentiated. For exam-
ple, fourth-graders considered wealthy individuals to be better at sports, academics,
and music relative to poor individuals. Sixth- and eighth-graders considered poor
people advantaged in sports and disadvantaged in academics compared to wealthy
people, while music tended to be a stereotype-neutral domain (Woods, Kurtz-Costes,
& Rowley, 2005). American adolescents’ explanations for, and evaluations of, poverty
and economic inequality mirror those about racial differences, more often attribut-
ing poverty to such personal characteristics as work ethic and effort than to struc-
tural factors such as job availability, government supports, and discrimination (Leahy,
1990). Black or biracial children are more likely than white children to mention
unemployment or lack of employment opportunities as the cause of poverty (Chafel &
Neitzel, 2005).

Despite the continuing general preference for own-race members, racial stereotypes
typically start to decline at around age 10, as demonstrated with a variety of methods
(Aboud, 1988; Aboud & Skerry, 1984; Brown & Johnson, 1971; Katz, Sohn, & Zalk,
1975; Williams, Best, & Boswell, 1975) and in a variety of nations (Monteiro, de Franga,
& Rodrigues, 2009; Augoustinos & Rosewarne, 2001; Boulton & Smith, 1996).

Why do children show an increase and then a decline around age 10 in own-race
biases? A cognitive developmental theory of prejudice argues that young children are
necessarily biased at a young age because of their cognitive limitations, but as they
become more cognitively sophisticated, their racial attitudes become more tolerant
(Aboud, 1988; Bigler & Liben, 1993). For example, children gradually develop multi-
ple classification skills, such as the ability to recognize that people can simultaneously
belong to two different categories. As a result they may begin to understand that chil-
dren from different ethnic groups can look different from them externally but be simi-
lar to them internally, such as in interests and tastes (Aboud, 1988). Indeed, children
who were taught to classify stimuli along multiple dimensions within an experimental
paradigm showed lower levels of stereotyping after the acquisition of this cognitive skill
(Bigler & Liben, 1993).

A different explanation for this age-related shift is that children become more famil-
iar with social norms about the expression of racial biases. If so, explicit racial attitudes
might show more reduced bias with age than would implicit attitudes (e.g., more quickly
associating positive qualities with white faces than with black faces, and vice versa for
negative qualities). Some preliminary research indicates that white children at age 6
have equivalent explicit and implicit racial biases, but by age 10 show reduced explicit
racial bias along with continued implicit associations favoring whites over blacks (Baron
& Banaji, 2006).

Although this shift with age could be due to children’s growing awareness of social
norms, it could also be due to their growing cognitive complexity such that they can
hold both unbiased conscious and biased subconscious attitudes simultaneously. These
two arguments are often pitted against one another, but they are not necessarily mutu-
ally exclusive.
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In any case, by adolescence, youths typically understand prejudice at a broader, soci-
etal level and can compare their attitudes about their group to how their group is por-
trayed in the media (e.g., “If one [Mexican] did something, it’s like all the Mexicans in
the world did everything bad”). In addition, adolescents begin to be aware of structural
forms of racism and cultural differences in the endorsement of stereotypes (Brown &
Bigler, 2005).

Similarly, adolescents begin to develop attitudes about specific social policies that
mirror those of adults. Substantial racial differences in attitudes about race-conscious
social policies, such as affirmative action, emerge in late (e.g., 16- to 17-year-olds),
rather than early (14- to 15-year-olds), adolescents (Hughes & Bigler, 2011). In addition,
support for affirmative action became more closely linked to knowledge about historical
racism among black youth. Similarly, white youth were less likely to support affirmative
action if they held implicit antiblack biases. Support for school desegregation became
more closely related with age to awareness of racial disparities and attributions of dis-
parities to racism for both racial groups.

1.4.2. Racial and Ethnic Identity

Not only do children show preferences for some racial and ethnic groups and develop an
awareness of prejudice, they must also place themselves within a racial or ethnic group
and come to terms with their own group membership. Research has shown that children
can label their own and others’ race correctly by age 6 (Aboud, 1988; Katz & Kofkin,
1997). Racial and ethnic minority children are more likely to mention their ethnic-
ity than are white children, however, and consider it more central to their sense of self
(Ruble et al., 2004).

This early-acquisition point should be qualified, however. Although elementary
school-age children are capable of identifying themselves by race, they may not consider
race to be a salient aspect of their identity. Indeed, few young children mention race or
ethnicity when describing themselves. Moreover, this early racial and ethnic identifica-
tion is not necessarily terribly stable. One of the most important factors affecting ethnic
identification seems to be context, particularly the school context. In one study, 85% of
the youth who identified themselves as black /African American at sixth grade did so
again when asked in eighth grade, but only if they attended a black majority school (the
other students changed their identification to multiethnic). If they attended a Latino
majority school, only 65% of such early black identifiers did so again later (one-third
identifying as multiethnic and the others as Latino; Nishina, Bellmore, Witkow, &
Nylund-Gibson, 2010).

Middle to late childhood (toward the end of elementary school) appears to be an
important developmental period in which ethnic minority individuals think about and
explore their ethnicidentity (e.g., Marks, Szalacha, Lamarre, Boyd, & Garcia Coll, 2007).
Following this period of searching, adolescents achieve and make a commitment to an
ethnic identity (Phinney, 1990), so well-developed ethnic identities only emerge in ado-
lescence. In the United States, ethnic identities develop earlier among Latinos, Asians,
and blacks than among whites (Brown et al., 2011). Studies consistently show ethnic
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group differences, such that the ethnic identity of European American adolescents is
typically less salient, less developed, and less positive than that of ethnic minorities
(i.e., African American, Latino, Native American, and Asian American; e.g., Roberts,
Phinney, Masse, & Chenet, 1999; Sears, Fu, Henry, & Bui, 2003). Some research suggests
that this ethnic difference is not apparent from the beginning, but only becomes evident
among children in early adolescence (DuBois, Burk-Braxton, Swenson, Tevendale, &
Hardesty, 2002).

Regardless of the exact age of development, the attainment of a well-developed eth-
nic identity is thought to be an important developmental milestone for racial or ethnic
minority adolescents (Phinney, 1990; Quintana, 2007). It is a primary aspect of ado-
lescents’ developing self-concept and directly impacts a wide range of factors central
to adolescents’ daily lives (see Brown & Chu, 2012; Chao & Otsuki-Clutter, 2011). By
college age, minorities’ ethnic identification has become quite stable (Sears et al., 2003).
It has been shown to be a complex and multidimensional component of the self-concept
(see Ashmore, Deaux, & McLaughlin-Volpe, 2004 for a review; also Sellers, Rowley,
Chavous, Shelton, & Smith, 1997).

1.4.3. Perceptions of Discrimination

Research psychologists have started to focus increasingly on racism from the targets’
perspective, specifically on perceived racial or ethnic discrimination. Among very
young children, exclusion of others based on social group membership appears to be
the most recognizable form of discrimination (e.g., Killen & Stangor, 2001). During the
elementary school years, children develop a more detailed and nuanced awareness of
discrimination. In one study, most Dutch children (92%) were familiar with the mean-
ing of discrimination by the age of 10, with name-calling being the most frequently cited
example, followed by an unequal sharing of goods and social exclusion (Verkuyten,
Kinket, & Van Der Wielen, 1997). Children avoided classifying negative behavior as dis-
criminatory, however, if they considered either the target to be responsible for the nega-
tive behavior, or the perpetrator to have acted unintentionally. By age 10, the majority
of children (90%) inferred that it was individuals’ stereotypic beliefs that led them to
engage in discrimination (McKown & Weinstein, 2003).

Peer discrimination seems to be the most common type perceived by children and
adolescents (Brown et al., 2011; Fisher, Wallace, & Fenton, 2000). For example, one
study found that the majority of black 10- to 12-year-olds reported having experienced
at least one instance of racial discrimination from a peer, with verbal insults and racial
slurs reported as the most common (Simons et al., 2002). Fisher et al. (2000) report sim-
ilar findings with their sample of black, Latino, South Asian, East Asian, and white ado-
lescents. Many children also reported being excluded from activities because of their
race, and a small number of children reported being threatened with physical harm
(Simons et al., 2002).

Children and adolescents also perceive discrimination within institutions and in pub-
lic settings (Brown et al., 2011). More than half of one sample of black and Latino ado-
lescents perceived themselves to have been hassled by store clerks and to have received
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poor service at restaurants because of their race (Fisher et al., 2000). Many children and
adolescents also reported being suspected of wrongdoing (Simons et al., 2002) and more
than a quarter reported being hassled by the police (Fisher et al., 2000). Children and
adolescents also perceive discrimination by teachers in educational settings (Brown
etal,, 2011; Rosenbloom & Way, 2004). Half of one sample of black and Latino adoles-
cents reported that they had been graded unfairly because of their race, and approxi-
mately a quarter felt they had been discouraged from joining advanced-level classes and
disciplined wrongly by teachers because of their race (Fisher et al., 2000). Another study
found adolescents perceiving discrimination by teachers to occur at least a couple of
times a year (Wong, Eccles, & Sameroff, 2003).

Although perceptions of peer-based discrimination remain stable across adoles-
cence, perceptions of adult-based discrimination (which can include educational
and institutional discrimination) seems to increase with age (Greene, Way, & Pahl,
2006; Fisher et al., 2000). For example, eighth-grade black students, but not fourth-
or sixth-grade students, blamed the government’s response to Hurricane Katrina on
race and class discrimination (Brown et al., 2007). Not surprisingly, youth of color and
those with a strong ethnic identity perceive more discrimination than white youth
and/or those with a less important ethnic identity (e.g., Fisher et al., 2000; Romero &
Roberts, 1998).

Despite having a generally positive and optimistic view of the government, as indi-
cated earlier, children do perceive inequalities in the presidency. In 2005, well before the
formal candidacy of Barack Obama, Bigler, Arthur, Hughes, and Patterson (2008) found
that most 5- to 10-year olds were aware of the lack of gender and racial diversity among
past presidents. Older and black children were especially attentive to the lack of racial
diversity. The most common explanation the children gave for this lack of diversity was
that the dominant group (e.g., men or whites) wouldn’t vote for anyone else, with only
one-quarter of children attributing it to a lack of leadership abilities among women and
minorities. A majority of girls and black and Latino children felt that boys and whites
were happy that no woman, black, or Latino had ever been president.

1.4.4. Conclusions

In general, children hold biases about social groups from an early age. With age and
cognitive development, these biases lessen, albeit never disappear entirely. Children
continue to hold biases and make internal attributions, however, about socioeconomic
status. With increasingly complex cognitive abilities, children begin to understand how
biases, such as discrimination, can contribute to social inequalities in contexts such as
presidential elections. As children enter adolescence, they can better understand the
role of institutions (because of more advanced perspective-taking abilities). Thus, ado-
lescents have distinct attitudes about government and their role in the political process.
Some groups of adolescents (e.g., African Americans) are particularly supportive of the
government playing a role in addressing social inequalities, and these early differences
seem to foreshadow party identification differences in adulthood.
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2. ADULT L1FE HISTORY

The American Voter’s (Campbell et al., 1960) theory of party identification described
earlier, with its focus on early learning, persistence, and later influence on voting
behavior, provided a clear paradigm of lasting importance. Is it a useful model for
thinking about political life histories more generally? Building on the various ways
of thinking about time that we started with, four alternative models of the full polit-
ical life cycle have been contrasted: (1) persistence: the residues of preadult learning
persist through life; its variant, (2) impressionable years: orientations are particularly
susceptible to influence in late adolescence and early adulthood, but tend to stabilize
thereafter; its major alternative, (3) lifelong openness: individuals remain open to influ-
ence throughout later life, including by “the times”; and (4) life cycle: people show life
stage-specific propensities (Alwin, Cohen, & Newcomb, 1991; Jennings & Niemi, 1981;
Sears, 1975; Sears, 1983).

2.1. Persistence

2.1.1. Stability within Individuals

What is the plasticity of important political and social attitudes through the life span?
From a political perspective, if the most important attitudes are essentially static after
early life, public opinion would always be frozen in anachronisms. Modernizing change
would occur primarily by replacement of older individuals by younger ones with fresher
attitudes, rather than by conversion of adults based on the intrinsic merits of new views.

The most straightforward method for assessing persistence measures a given orien-
tation in the same set of respondents at multiple points in time, in “longitudinal” or
“panel” studies. The most representative samples come from several four-year panel
studies conducted by the American National Election Studies (ANES). Party identifica-
tion was the most stable attitude measured in those studies and indeed was almost per-
fectly stable with some correction for measurement unreliability (Converse & Markus,
1979). Similar conclusions have emerged from other such studies in the United States,
Canada, Britain, and Germany (Green, Palmquist, & Schickler, 2002).

Three other studies yield evidence of stability across much longer periods of adult-
hood, though in less representative samples. The long-term Michigan socialization
study of the student and parent cohorts described earlier found that party identifica-
tion was highly stable through the mature adult years (Stoker & Jennings, 2008). The
appraisal of its findings by Lewis-Beck et al. (2008, p. 143) was that in the parent cohort,
“the degree of persistence over a nearly 20-year span is impressive, while in the stu-
dent cohort, spending its youth in a particularly turbulent time in American politics
and society,” party identification “proves less stable” (p. 143) between the first two inter-
views, but highly stable through mature adulthood.
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The classic “Bennington study” tracked a cohort of women who had attended
Bennington College during the 1930s for nearly half a century afterwards (Alwin
et al., 1991). Their partisanship showed extremely high stability from college gradua-
tion through adulthood: “The stability coefficient linking a latent attitude variable over
roughly 50 years of the life-span is in the .70 to .80 range” (Alwin, 1993, p. 68; also see
Alwin et al., 1991). The long-term Terman Study of Gifted Children tested the partisan-
ship of a considerably larger and more heterogeneous sample, selected from high-IQ
children in California public elementary schools after World War I, from 1940 to 1977
(approximately ages 30 to 67). Their party identifications were quite stable through the
period, with a coeflicient of .65 corrected for measurement error (Sears & Funk, 1999).
The overall conclusion drawn from these panel studies is that party identification is
“firm but not immoveable” (Lewis-Beck et al., 2008, p. 142).

The party identification of Americans, then, has become the paradigmatic case for
attitudinal persistence. One caveat should be mentioned, however. The customary indi-
cator of stability, a high test-retest correlation, can be somewhat misleading if the mar-
ginal frequencies have changed; individual attitudes may have changed even though
relative rank orders may not have. The conclusion that party identification is highly sta-
ble required both high stability coeflicients and a period in which basic party divisions
remained more or less constant (Converse, 1976).

Some other attitudes show considerable stability over time. The conventional wis-
dom is that racial attitudes and basic ideological position are also among the most sta-
ble of Americans’ political attitudes, though less than party identification (Converse &
Markus, 1979; Stoker & Jennings, 2008; Sears, 1983; Alwin et al., 1991). For example,
only 13% changed from “liberal” to “conservative,” or vice versa, from about age 30 to
retirement age in the Terman gifted children study (Sears & Funk, 1999). Moral atti-
tudes, such as those toward abortion and marijuana, have also been found to be highly
stable in some of these studies (Converse & Markus, 1979; Stoker & Jennings, 2008).

Political engagement is another product of preadult socialization that seems to be
quite stable across the life cycle. Prior (2010) analyzed numerous panel surveys in four
different countries and found adolescents’ self-reported political interest highly sta-
ble well into adulthood. Men tend to be more psychologically involved in politics in
adulthood than women are, and Wolak and McDevitt (2011) found that that gap exists
already in adolescence. They also found that the occurrence of a political campaign sea-
son bolsters adolescents’ political engagement, but does not eliminate the gender gap.

One potential general challenge to the persistence model is the pervasive correlation
of higher education with political orientations. If those correlations are the products of
higher education influencing the residues of preadult socialization, the impressionable
years model might offer a better explanation for them. For example, political engage-
ment is generally greater among the better educated. The association is typically strong,
and the conventional inference is causal, that a college education contributes to vari-
ous skills and interests that promote political sophistication, participation, and so on.
Alternatively, selection effects may explain the association: perhaps the college-bound
are more politically engaged even before attending a single class (Highton, 2009; Kam
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& Palmer, 2008). As might be expected, unraveling the causal flows among such closely
related variables both inspires debate and has led to the use of increasingly sophisticated
methodologies (see Henderson & Chatfield, 2011; Kam & Palmer, 2011).

On the other hand, attitudes in many other policy domains intensely debated by
political elites seem to show much less stability over time in the mass public (Converse,
1964; Converse & Markus, 1979). Rather than one model of the political life cycle fitting
all, the trajectories of both individuals and aggregates are likely to vary across orienta-
tions. Why do some preadult orientations persist for so long when others are more open
to change? The evidence on family transmission is a suggestive parallel. Persistence
may stem from a high-volume and/or one-sided flow of communication in the indi-
vidual’s microenvironment. The opportunity to practice the orientation in conversation
and behavior may also facilitate it. The meaning of the political object may need to be
constant as well. For example, Americans’ party identifications and racial attitudes are
cases of relatively high levels of information flow, and so presumably are sources of con-
versation and opportunities for behavioral practice, conditions favorable to persistence
(Valentino & Sears, 1998). But many policy issues scarcely come to public attention at all
and so may involve considerably lower levels of such favorable conditions (Sears, 1983).
And the cognitive meaning of the two parties, in terms of their positions on racial and
other issues, changed dramatically in the 1960s, with the result that massive changes
have occurred in white southerners’ party identifications (Green et al., 2002; Osborne,
Sears, & Valentino, 2011).

Persistence also should be greater for orientations toward attitude objects salient in
early life than for those that only become salient later in life, even if in the same general
domain. Here election campaigns as occasions for the socialization of partisanship may
serve as a model, as indicated earlier. White adults’ migration between the racially con-
servative South and the more racially liberal North is another example. Region of origin
dominated whites’ adult attitudes about older issues such as racial intermarriage, while
region of adult residence had a stronger effect on issues that became prominent in later
years, such as busing for school integration or affirmative action (Glaser & Gilens, 1997).

Many policy attitudes, however, do not show high levels of stability over time
(Converse, 1964; Converse & Markus, 1979). Converse (1964; 2000) speculated that
many were “non-attitudes,” that many people simply had no fixed attitude toward issues
they were only vaguely familiar with. Alternatively, Achen (1975) suggested that much
observed attitude instability may simply be due to measurement error, perhaps due to
ambiguous survey items. Yet a third possibility is that it reflects respondent ambivalence
about the issue. If different and conflicting considerations come to mind in two different
interviews, unstable summary responses may result (Zaller & Feldman, (1992). These
issues remain somewhat unresolved (Converse, 2000; Kinder, 2006).

2.1.2. Aggregate Stability

Longitudinal studies are expensive and difficult to execute. The long-term studies often
examine just one period and/or birth cohort, limiting their ability to distinguish persis-
tence from cohort or period-specific effects. Cohort analysis can assess aggregate-level
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persistence using cross-sectional surveys conducted at different times with differ-
ent samples. Indirect evidence of individual-level persistence is provided if each birth
cohort maintains the same distribution of opinion as it ages, and individual-level change
can be inferred if cohorts change over time. For example, the greatly increased support
for general principles of racial equality among white Americans in the half-century
after World War II (Schuman, Steeh, Bobo, & Krysan, 1997) is likely to be due primar-
ily to a mixture of cohort replacement (more prejudiced older cohorts were gradually
replaced by less prejudiced younger ones) and some liberalizing individual attitude
changes within cohorts (period effects; Danigelis & Cutler, 1991; Firebaugh & Davis,
1988). These liberalizing trends within cohorts began to slow by the 1980s, especially
on newer racial issues (Steeh & Schuman, 1991; Wilson, 1996; for similar analyses on
broader ranges of attitudes, see Davis, 1992; Danigelis, Hardy, & Cutler, 2007).

Natural experiments also can provide indirect evidence about individual-level persis-
tence by testing the resistance to change of presumably early-acquired attitudes when
people are placed in altered attitudinal environments. For example, migration between
congressional districts dominated by opposite parties influences adults’ voting pref-
erences and party identification (Brown, 1988). Some direct personal experiences in
adulthood might also be expected to produce change. One common expectation is that
the emergence of economic interests in adulthood will influence individuals’ political
attitudes. However, extensive research has found surprisingly limited evidence that self-
interest has much effect on adults’ political attitudes, as if earlier-acquired sociopolitical
attitudes resisted such influences in adulthood (Citrin & Green, 1990; Sears & Funk,
1991; but see Chong, 2000).

Most of the literature has interpreted persistence, when it occurs, as a product of the
psychological strength of the orientation. An alternative is that hereditary transmission
dominates potential environmental influences (see Funk, chapter 8, this volume). Any
impact of the direct indicators of family political socialization described earlier, such
as clear parental attitudes and strong family communication, is inconsistent with the
hereditary account. A nuanced version of the hereditary hypothesis has been offered by
Hatemi et al. (2009), however. They too found convincing evidence of the family’s role
into early adulthood. But from age 21 on, cross-twin correlations begin to be larger for
monozygotic (identical) twins than for dizygotic (fraternal) twins, a key finding for the
hereditary view. Perhaps family influences get replaced by inherent hereditary tenden-
cies when the individual leaves the parental nest. This is an area of research that will no
doubt grow in the future.

2.2. The Impressionable Years

The “impressionable years” hypothesis (Sears, 1975) is a variant of the persistence
hypothesis, suggesting a “critical period” in early adulthood when political orientations
are especially open to influence. Mannheim (1952) speculated that the period might be
approximately from ages 17 to 25. Three psychological propositions are involved. One
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is that core orientations are still incompletely crystallized as the individual enters that
period, contrary to the persistence model, and gains may be seen through early adulthood.
Second, that process should be complete as the individual enters mature adulthood, so
crystallization should show only modest gains thereafter. And third, people may experi-
ence political life as a “fresh encounter” during that critical period, one that can seldom be
duplicated later (Mannheim, 1952). In Erikson’s (1968) terms, young adults are becoming
more aware of the social and political world around them just when they are seeking a
sense of self and identity. As a result, they may be especially open to influence at that stage.

On the first point, even attitudes that may be relatively highly crystallized by late ado-
lescence may still show increased crystallization in early adulthood. Party identification
followed that pattern in the Michigan socialization study, both showing greater stability
than almost all other attitudes when the student sample left adolescence, and impres-
sive gains through early adulthood (Jennings & Niemi, 1981). More recent studies show
similar gains in early adulthood in racial attitudes, religiosity, and social dominance ori-
entation (Henry & Sears, 2009; Sears & Henry, 2008; Ho et al., 2012).

Second, core orientations should be more stable over time once the individual is past
the impressionable years. Data from two four-year NES panel studies show that all older
cohorts had substantially more stable party identifications than did the youngest cohort
(Alwin et al., 1991; Sears, 1983). The youngest cohort in the earlier study also showed
greatly increased stability when re-sampled in the later study, when it was 16 years
older, suggesting that the increased stability with age was an aging rather than a period
effect (Alwin, 1993). The Michigan socialization study cited earlier also showed that
high school seniors had substantially lower levels of attitude stability across early adult-
hood than did their parents in later adulthood. After the students reached their thirties,
though, their attitudes had become as stable as their parents’ attitudes (Lewis-Beck et al.,
2008; Stoker & Jennings, 2008).

On the other hand, orientations that are subjected to strong information flows and
regularly practiced might simply become stronger with age with no sharp discontinuity
in early adulthood (Converse, 1969; Sears, 1983). Indeed cohort analyses in the United
States show that each cohort expresses stronger party identifications as it ages, at least
during what Converse (1976) described as the “steady state era” of roughly constant par-
tisan divisions prior to the 1970s (Lewis-Beck et al., 2008; Miller & Shanks, 1996). Such
aging effects have been obtained in the UK as well (Cassel, 1999).

Ifindeed attitudes that are well practiced become stronger with age, one might expect
that the elderly would show the least change of all. Surprisingly enough, there is some
evidence that the relationship of age to attitude stability follows an inverted-U pattern.
Racial prejudice among whites in the 1972-1976 ANES panel study was least stable
over time for the youngest (under 30) and oldest (over 60) age groups (Sears, 1981).
Moreover, in a period of liberalizing racial attitudes, the oldest cohort actually liber-
alized the most. These findings held up with education controlled, and measurement
reliability showed no slippage in the oldest cohort. Similar decreases in the stability
of party identification occurred in two ANES panel studies, even with corrections for
measurement unreliability (Alwin et al., 1991; Alwin, 1993). Why these attitudes might
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become more unstable in old age is unclear. However many of the ways in which people
are socially embedded often do change in old age, in terms of work, residence, family,
and other social networks, which may destabilize political attitudes.

The third implication is that core attitudes ought to become more resistant to influ-
ence as the individual ages. Three surveys analyzed by Visser and Krosnick (1998)
yielded such effects. Another found that changes in one’s youthful social environment,
as indexed by demographic location, had considerably greater influence on levels of
racial tolerance than changes later in life (Miller & Sears, 1986; also see Glaser & Gilens,
1997). In another study, migration between congressional districts dominated by oppo-
site parties influenced adults’ voting preferences and party identification, with greater
change among those migrating earlier in life (Brown, 1988). However, another extensive
cohort analysis of tolerance-related attitudes found as much intracohort change over
time among older (60-plus) as among younger (under 40) adults (Danigelis et al., 2007).

An excellent case study of the impressionable years hypothesis examined the long-
term effects on draft-eligible young men of being subjected to the draft lottery during the
Vietnam War (Erikson & Stoker, 2011). A process for randomly assigning young men to
draft-eligible status was instituted in 1969 to replace the system of college deferments
that had been criticized as class-biased. Low lottery numbers, based on the individual’s
date of birth, made men more vulnerable to the draft. The Michigan socialization panel
study was used because its youth cohort was exactly of the age to be included in the lot-
tery. Those who had had the college deferments that were expiring were vulnerable; the
noncollege members of the youth cohort were not, having already passed through expo-
sure to the draft. Erikson and Stoker found that having low lottery numbers in the col-
lege group was much more strongly associated with opposition to the war than was the
case among those whose military status had already been resolved one way or another.
Moreover, the anticipation of vulnerability to the draft led to more antiwar attitudes
than did actual past military service.

The impressionable years hypothesis is a good fit for what happened thereafter. In
the 1973 interviews, lottery number trumped prelottery party identification as a predic-
tor of preferences for the antiwar presidential candidate, George McGovern, reflecting
the continuing influence of a significant event occurring in that earlier critical period.
And in 1997, when the original student sample was middle-aged, lottery number still
strongly predicted their attitudes toward the Vietnam War. Moreover, postlottery party
identification dominated prelottery party identification in predicting key political atti-
tudes among the lottery-vulnerable, but not among their counterparts who had been
spared. The attitude changes that had occurred in the impressionable years were highly
persistent, as was their continuing influence.

2.3. Political Generations

The impressionable years hypothesis focuses on the particular susceptibility to influ-
ence of individuals’ attitudes in late adolescence and early adulthood. But if “the times”
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(AKA the zeitgeist) embody compelling new ideas, sometimes people in that life stage
can be influenced in common, producing generational differences. Mannheim (1952)
suggested, more narrowly, that “generational units,” or subsets of those in that impres-
sionable stage (which, as indicated above, he arbitrarily defined as ages 17 to 25), may
share powerful experiences that will mark them as distinctive for life. Either way, pro-
ducing such generational effects requires both that individuals have a particular psycho-
logical openness at that life stage and that a cohort be exposed to unique and evocative
political experiences in common.

Several such generational effects have received intensive empirical study. One is the
“New Deal generation” in the United States. Youthful new voters who first entered the
electorate during the 1930s remained substantially more Democratic into the 1950s,
both in voting behavior and in party identification, than were earlier cohorts at simi-
lar ages (Campbell et al., 1960; Centers, 1950; Elder, 1974). The young protestors in the
United States and Europe in the 1960s became another quite self-conscious generational
unit. Most evidence indicates that their left-liberal distinctiveness persisted for many
years thereafter, especially among those who actively engaged in protest. For example,
the students in the Michigan socialization study who said they had been active as pro-
testors in 1973 continued to be considerably more liberal than were college-educated
nonprotestors, even as late as 1997 (Jennings, 1987; also see Fendrich & Lovoy, 1988;
Marwell, Aiken, & Demerath, 1987; McAdam, 1989). Interestingly enough, their off-
spring were more liberal than the offspring of nonprotestors (Jennings, 2002). Even
“engaged observers”—those who were attentive to the movements but not very active
in them—showed lasting political effects years later (Stewart, Settles, & Winter, 1998).

Partisanship in the generation that immediately followed is another case in
point. A number of issues divided both parties internally in the mid-1960s to mid-
1970s, such as civil rights, conflict over the Vietnam War, and the Watergate scandal.
Disenchantment with the parties ensued among many of their normal supporters,
reducing the strength of partisanship in the generation then entering the electorate.
Debates continue today over whether partisan strength among incoming youthful
cohorts subsequently turned back up (Miller & Shanks, 1996), or whether that era fore-
shadowed a more lasting dealignment (Dalton, 2013; Hajnal & Lee, 2011; Wattenberg,
1998). Much turns on the seemingly arcane, but politically crucial, treatment of “leaning
independents,” those who declare they are “independent” rather than aligned with either
party, but who also say they lean toward one party; specifically whether they are really
“closet partisans” or more closely resemble dealigned independents. A related debate is
whether the American public is now more politically polarized than ever (Abramowitz,
2010; Hetherington & Weiler, 2009) or remains mainly ideologically moderate but has
simply “sorted” itself into more ideologically homogeneous parties (Fiorina, Abrams, &
Pope, 2011; Levendusky, 2009).

Finally, a potentially rich line of investigation concerns persisting possible genera-
tional effects of political or social traumas, though much of this work has been left to
nonquantitative historians. Loewenberg (1971), for example, suggests that the unusu-
ally powerful support for the Nazi regime among Germans born from 1900 to 1915 can
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be ascribed in part to the many traumas they had experienced in early life, including
malnutrition and starvation, disease, parental neglect and permanent father absence,
and hyperinflation. Direct exposure to political violence has been shown to increase the
likelihood of psychopathology in studies from Israel and South Africa (Slone, Adiri, &
Arian, 1998; Slone, Kaminer, & Durrheim, 2000). Even exposure to distal violence, such
as the assassination of a popular leader, can have profound emotional effects in the short
run (Raviv, Sadeh, Raviv, Silberstein, & Diver, 2000; Wolfenstein & Kliman, 1965), and
perhaps long-term political effects as well (Sears, 2002).

However occasional generational effects more usually appear in the midst of a cloud
of generational similarities. For example, Harding and Jencks (2003) found that pre-
marital sex has become more morally acceptable in America since the early 1960s. They
also found that younger cohorts have been more liberal throughout. But that may not
be a generational effect. They found that the sharpest liberalizing changes occurred
in all cohorts during a narrow window of time from 1969 to 1973. Current age differ-
ences, with older adults more conservative than the young, may therefore reflect aging
rather than generational effects (also see Danigelis et al., 2007). Osborne et al. (2011)
found both generational and within-cohort changes as southern whites moved from
the Democratic to the Republican Party following racial liberalization of the national
Democratic Party. Tessler, Konold, and Reif (2004) did find a lasting generational dis-
tinctiveness in attitudes toward the Boumedienne regime among Algerians who came of
age in the 1960s and 1970s, but less clear differences in other orientations and/or other
cohorts. And finally, Davis (2004) cautions against expecting both broad and sharp gen-
erational differences in social and political attitudes in the aftermath of the 1960s (also
see Danigelis et al., 2007).

Another set of generational effects is reflected in collective memory, defined as “mem-
ories of a shared past that are retained by members of a group, large or small, that experi-
enced it,” especially “shared memories of societal-level events” (Schuman & Scott, 1989,
pp- 361-362; also see Halbwachs [1950] 1980). Howard Schuman (e.g., Schuman &
Corning, 2012) has extensively tested whether “national or world changes” occurring in
one’s impressionable years are especially likely to be recalled later as “especially impor-
tant” The age cohort most likely to select World War IT had been 20, on average, in 1943;
the Vietnam War was selected by those averaging age 20 in 1968. Elderly Germans and
Japanese in 1991 were especially likely to mention World War II (Schuman, Akiyama, &
Knauper, 1998). Ascribing great importance to the assassination of JFK peaked among
those who had been in childhood and adolescence in 1963. Even simple pieces of infor-
mation, such as FDR’s party, or the New Deal program called the WPA, have shown
marked generational differences years later.

Collective memories, of course, can be the stuff of intense political debate. The period
after 1880 is sometimes known as the “Second Civil War,” as former Confederates and
Unionists struggled to control the dominant narrative history of the original Civil War,
including the role of slavery in causing the conflict, whether Grant or Lee was the supe-
rior general, which army was the more courageous, and whether the outcome was due
to superior soldiering or to mere material wealth (Fahs & Waugh, 2004; Waugh, 2009).
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Respondents were asked in 1990 whether the best analogy for the conflict in the Persian
Gulf created by the Iraq leader Saddam Hussein’s invasion of Kuwait was the incumbent
President G. H. W. Bush’s “Hitler” metaphor of a voracious dictator, or the opposition
Democrats’ “Vietnam” metaphor of a Third World quagmire. Those over 40 strongly
preferred the Hitler analogy, whereas those under 40 were split evenly between the
two analogies (Schuman & Rieger, 1992). Tellingly, once the American coalition went
to war against Iraq, the Hitler metaphor became the overwhelming favorite, and gen-
erational differences disappeared. The collective memories held by ordinary people
may sometimes not correspond to those of the political classes, as seen in Palestinians’
beliefs about the 1948 Palestinian exodus from what is now Israel (Nets-Zehngut, 2011).
The political classes emphasized Israeli-Palestinian conflict, and Israeli efforts to expel
Palestinians from what became Israeli territory, a theme less common in ordinary
Palestinians’ collective memories.

Robert Jervis (1976) has applied this notion of collective memory to the question of
how foreign policy decision-makers “learn from history.” Political leaders who have
dramatic and important firsthand experiences in politics when they are in the “impres-
sionable years” may later apply those “lessons” to issues they must deal with as pub-
lic officials. For example, Harry Truman, confronting the North Korean invasion of
South Korea in 1950, and Lyndon Johnson, facing the Vietnam War, both recalled that
the buildup to World War II had taught them the danger of not facing up to aggres-
sors at an early stage. Colin Powell and other military leaders who had been young
officers in the 1960s later applied the lesson of Vietnam to, among other things, the
Persian Gulf War: don’t go to war half-heartedly, they said; either stay out or go in with
overwhelming force. The danger of those early-learned “lessons,” as with any persist-
ing generational effects, is of course that they are long out of date by the time the young
person becomes a mature adult, as in the cliché that the military is always “fighting the
last war”

2.4. Life Cycle Effects

These questions about the persistence of early learning, as opposed to the continuing
openness to new experience, by no means exhaust the possible contributions of a life-
span development approach to political psychology. Correlations of age with political
orientations can logically reflect cohort, period, or life cycle effects. While these cannot
be rigorously distinguished in cohort analyses (Mason, Mason, Winsborough, & Poole,
1973), given only two pieces of information (age and time of measurement), sometimes
other information can help.

One common life cycle hypothesis is that people become more conservative
with age. However, cohort analyses show that is not necessarily true either for par-
tisanship or racial conservatism. In the 1950s, age was positively correlated with
Republicanism, when the elderly came from pre-New Deal cohorts, a period of
Republican dominance. In a later era, when the elderly were predominantly from the
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“New Deal generation,” they tilted toward the Democrats (Crittenden, 1962). And
young voters moved sharply toward the Republicans during the Reagan era (Lewis-
Beck et al., 2008; Miller & Shanks, 1996). These reflect generational rather than life
cycle effects on partisanship. Danigelis et al’s (2007) extensive cohort analyses com-
paring older and younger cohorts’ trajectories found quite a mixture of intracohort
changes, most in the direction of greater tolerance with age; but older cohorts never
overshot younger ones.

Age also correlated positively with support for Jim Crow racism among whites in the
decades after World War II (Schuman et al., 1997). However, as noted earlier, cohort
analyses have shown waning support for it within cohorts of white Americans as they
aged during that period, reflecting period and cohort, not life cycle, effects on racial
conservatism (Sears, 1981; Firebaugh & Davis, 1988; Danigelis & Cutler, 1991). Indeed,
life cycle effects on attitudes have generally been difficult to pin down (Alwin, 1993;
Danigelis et al., 2007).

Young Americans usually show relatively low levels of political engagement, for
example, in political information, newspaper reading, political interest, and voting turn-
out. Part of this is a life cycle effect, as young people generally have been less politically
engaged than mature adults through most periods. But today it is partly a generational
effect as well, surprisingly so since educational level is almost always correlated with
more political engagement, and recent generations have received much more formal
education (e.g., Delli Carpini, 2000). Putnam (2000) famously found declines in voter
turnout, communal and organizational participation, and trust in people among more
recent generations, arguing that they reflect a generational decline in “social capital”
He suggests that the rise of television has disrupted such communal activities, though
evidence for its role is necessarily somewhat indirect. Others implicate declines in news-
paper reading and/or reduced perceived duty to vote in reduced voter turnout among
the young (Dalton, 2008; Wattenberg, 2008). Still others conclude that the generational
decline in turnout has generally largely resisted efforts at explanation (e.g., Highton &
Wolfinger, 2001; Miller & Shanks, 1996).

Finally, the chronically low voting turnout of young people may indeed be a life cycle
effect, but may perhaps reflect sociological as well as psychological processes. A psy-
chological interpretation would be that consistent turnout develops through greater
experience with the political system. A sociological alternative is that young people
are distracted from civic duties by the press of various transitions into adult roles, such
as leaving home, leaving school, entering the workforce, getting married, owning a
home, and, often, moving geographically. If so, turnout might increase with age merely
because people ultimately mature past such obstacles. Comparing these two views,
Highton and Wolfinger (2001) found that successfully transitioning into such adult
roles had quite mixed effects on turnout, whereas aging all by itself greatly increased
it: having accomplished all six such adult tasks increased voting turnout by only 6%,
a small fraction of the 37% turnout gap between the young and those over age 60. The
authors prefer the more psychological explanation that “pure learning” may be respon-
sible (p. 208).
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3. CONTEXTUAL CHANGES

3.1. Lifelong Openness

The challenges to the persistence and impressionable years models driven by researchers
arguing for more lifelong openness have often provided valuable evidence, even if per-
haps sometimes interpreted overly enthusiastically. An influential line of work argues
that adults’ partisanship is in fact responsive to “the times.” The theory of “retrospective
voting” suggests that party identification is constantly being modified by new informa-
tion about the parties’ performances (Fiorina, 1981). The notion of “macropartisanship”
(Erikson, MacKuen, & Stimson, 2002) describes fluctuations over time in the aggre-
gate distribution of party identification, sometimes over just a few days. Other research
shows the influence of changes in candidate images, issues, or events (Niemi & Jennings,
1991; Dalton, 2013).

Beyond that, we simply wish to put up some cautionary flags. An impressive series
of studies collected by Sigel (1989) examines the political effects of discontinuities
within adulthood, such as entering the workplace, serving in the military, immigrat-
ing to a new country, participating in social movements, entering college, getting mar-
ried, or becoming a parent. Each of these cases, as she notes, incorporates three elements
that potentially can affect political attitudes: the crystallization of an individual’s own
unique identity, assumption of new roles, and coping with the novel and unanticipated
demands of adulthood. However, all these specific discontinuities also occur most often
in late adolescence and early adulthood, again suggesting such findings may better fit
the impressionable years model. And even the mostly youthful but clearly evocative per-
sonal experience of military service in Vietnam was found by the Michigan socialization
study to have only “modest” lasting political effects (Jennings & Markus, 1977).

Another caution involves the findings cited earlier that mature adults change their
attitudes when they encounter major discontinuities in their attitudinal environments.
But relatively few people are exposed to such discontinuities after early adulthood. For
example, migration from an area dominated by one political party to an area domi-
nated by its opponents does affect partisanship, but is almost three times as likely among
young adults as among their elders (Brown, 1988). Migration between North and South
affected white adults’ racial attitudes, but only about 10% of them had engaged in such
migration in both directions combined (Glaser & Gilens, 1997). The microenviron-
ments represented by individuals’ social networks also tend to be politically support-
ive, and indeed disagreements are underrecognized (see Huckfeldt, Mondak, Hayes,
Pietryka, and Reilly, chapter 21, this volume). Normally environmental continuity
is quite great, and when it breaks down, change may occur, but both environmental
change, and any subsequent attitudinal change, are more common in the “impression-
able years”

Nevertheless the broader political context can set conditions that facilitate such
individual-level processes producing change in adults. For example, the polarization of
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party elites on racial issues led to a substantial shift of southern whites to Republicans
beginning in the 1960s, though the exact mixture of cohort replacement and individual-
level change is not clear cut (Osborne et al., 2011; Green et al., 2002; Miller & Shanks,
1996). The shift away from Jim Crow racism in the white public after the civil rights
era (Schuman et al., 1997) was presumably facilitated by elite rejection of the southern
segregation system, apparently resulting in a mixture of between- and within-cohort
changes (Firebaugh & Davis, 1988).

Similarly, the life-cycle-based strengthening of party identification with age should
partly be dependent on the stability of the party system itself. As noted earlier, in the
United States, intraparty disputes in the period around the early 1970s resulted in
reduced strength of partisanship in most cohorts as they aged, contrary to its usual tra-
jectory. More generally, Converse (1969) found that age was associated with stronger
party identifications in the mature democratic systems of the United States and UK, but
considerably less so in the interrupted democratic systems in Germany and Italy and in
the immature electoral system of Mexico. Even Russia, in the aftermath of the demise of
the USSR, has yielded some evidence of nascent partisanship that is stable across elec-
tions and with meaningful underlying attitudinal cleavages (Brader & Tucker, 2001;
Miller & Klobucar, 2000). In general the persistence model seems to work best for par-
ties that are large and/or old, consistent with the notion that people are most likely to
acquire and hold strong attitudes about visible and stable attitude objects (Converse &
Pierce, 1992; Sears, 1983).

3.2. Immigration

As with many areas of political psychology, the available evidence about childhood and
adult development rests heavily on the American political experience. It is not obviously
the most typical case, given, among other things, its highly stable party system, even
compared to other developed democracies. As noted above, examining people only in
a stable political context risks overestimating the psychological basis for continuities
within individual life histories. As one check, we can look at immigrants, who have
experienced a variety of changes in their lives, including the political system they live in.

We start with the trajectory of national and ethnic identities after childhood. The per-
sistence hypothesis would suggest that identification with the original nationality group
might follow the dominant pattern of the European immigrants of a century ago, being
stable within immigrants’ life spans, and even passed on to their children, generating a
strong ethnic group consciousness in politics (Alba, 1990; Alba & Nee, 2003; Wolfinger,
1965). On the other hand, contemporary youthful immigrants might later in life replace
their original national identity (e.g., “Mexican”) with an American ethnic identity (e.g.,
“Latino”), a process consistent with the impressionable years model. Perhaps in later
generations the American ethnic identity might become secondary to identification
with the destination nation (e.g., “American”), following acculturation through inter-
marriage, residential and occupational integration, and/or socioeconomic mobility.
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Another possibility, consistent with the “lifelong openness” view, is that such changes
in identity might all occur within a single generation regardless of the immigrants’ ages.
A mixed alternative would be a more “segmented assimilation,” in which some immi-
grants follow the trajectory of assimilation to American identities, while others remain
poor and with low levels of education, their efforts rebuffed by discrimination, rejecting
core American values, instead developing a strongly alienated ethnic identity (Portes &
Rumbaut, 2001).

Several recent studies test these alternatives. Some surveys of Latino adults asked,
“How do you primarily think of yourself: just as an American, both as an American
and (ethnicity), or only as an (ethnicity)?” Latinos tended to pass through three distinct
stages as a function of immigration status. Noncitizen immigrants tended to identify
themselves primarily as ethnics, and to feel a strong sense of ethnic identity. Naturalized
immigrants overwhelmingly said “both,” and also had a fairly strong sense of ethnic
identity. Nonimmigrant Latinos were less likely to categorize themselves primarily as
ethnic, their ethnic identification was weaker, and they had stronger patriotism about
America (Citrin & Sears, 2012). Quite similar differences emerged from a large study of
Asian Americans (Wong, Ramakrishnan, Lee, & Junn, 2011). Non-citizens were more
likely to identity with their national ethnic group (e.g., “Chinese”) than were natural-
ized citizens or the US-born, and less likely to use a hyphenated identity (“Chinese
American”) or pan-ethnic identity (“Asian American”). Similar differences were found
in a large study of Asian and Latino undergraduates at UCLA (Sears et al., 2003). These
findings yield evidence of the persistence of early identities, and for a gradual assimila-
tion process among immigrant families.

Immigrants to America also provide a test of the boundaries of The American Voter’s
theory of party identification. If preadult crystallization depends in part on political dis-
cussions with parents, presumably children in immigrant families should not usually
acquire strong partisanship. They should not be likely to be exposed to much family
transmission, since their noncitizen parents do not vote in the United States and so are
likely to have weak partisan preferences. Indeed the study of incoming freshmen just
cited (Sears, Haley, & Henry, 2008) found that immigrant Asian and Latino students
had the least crystallized partisanship, the US-born from both groups were intermedi-
ate, and white students (almost all native-born) had the most.

Hajnal and Lee (2011) go further to distinguish a two-stage sequence of immi-
grants’ acquisition of party identification. In the first stage, many immigrants do not
respond at all to questions about party identification, as if the concept had little mean-
ing for them. Instead of giving the conventional responses “Democrat,” “Republican,”
or “Independent,” they often responded “none,” “neither,” “other,” or “don’t know,” and
so forth, and so were classified as “non-identifiers” Surveys done in 2006 and 2008
found that over a third of the heavily immigrant groups, Latinos and Asian Americans,
were non-identifiers, while only 7 percent of blacks and whites were. Only those who
pass this first stage ever become classified as identifying with one of the two parties
or as an Independent. Treating immigrants’ party identifications in terms of this two-
stage sequence reinforces the centrality of parental socialization to the acquisition of
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partisanship. For example, Asian Americans with parents who were non-identifiers
were far more likely to be non-identifiers themselves than those with partisan parents.
Those with a Democratic father were 66% Democratic and 10% non-identifiers. Only
37% of the offspring of non-identifier fathers became Democrats, while 34% became
non-identifiers themselves (Wong, et al. 2011).

More broadly, immigrants to the United States appear gradually to assimilate to the
partisan norms of the dominant society. For example, a straight-line assimilation theory
about immigrant groups goes far to explain the gradual disappearance of non-identifi-
ers with greater time in the host country, and in later generations, a process Hajnal and
Lee (2011) call “incorporation” into the politics of the society. Recent immigrants are
more likely to be non-identifiers than the foreign-born who have been in the country
for longer, or than those born in the United States. For example, among Latinos, 56% of
the foreign-born were non-identifiers, but only 25% of the immigrants who had been in
the country for at least 27 years were, and among the US-born, only 26% were (Hajnal &
Lee,2011). Among Asian Americans, 59% of those who had immigrated within the pre-
vious four years were non-identifiers, against only 29% of those arriving at least 25 years
earlier, and 24% of the US-born (Wong et al., 2011). Beyond that, other indicators of
incorporation contribute to the acquisition of partisanship; e.g., being better-informed,
and/or having a definite political ideology.

Socioeconomic attainment plays a greater role in the second stage, party choice, than
it does in leaving the first, “nonidentifier,” stage. Working-class contemporary Latino
immigrants gradually come to identify with the Democratic Party, just as had those
arriving a century earlier from Europe (Cain, Kiewiet, & Uhlaner, 1991; de la Garza,
DeSipio, Garcia, Garcia, & Falcon, 1992). So higher income is associated, as might be
expected, with being more likely to identify as a Republican (Hajnal & Lee, 2011).

But immigrants may also import old loyalties and antagonisms from their native
countries, as the persistence model would suggest. For example, a majority of the immi-
grants from Cuba, Vietnam, Korea, and Taiwan, heavily composed of political refu-
gees from Communism during the vigorously anti-Communist Reagan era, became
Republicans, especially those fleeing at the height of Communist power. In a survey
of Asian Americans, Vietnamese were more likely to identify as Republicans, whereas
Japanese and Asian Indians were more likely to identify as Democrats (Wong, et al.,
2011). Democrats command large majorities among those from Mexico or Puerto Rico,
who tend to immigrate more often for economic reasons (Hajnal & Lee, 2011). There is
also some evidence that involvement in a previous political system tends to foster immi-
grants’ politicization. Black (1987) found that participation and partisanship in the
Canadian political system were higher among the immigrants who had been the most
interested in politics and politically active in their home countries.

Immigrants also provide an interesting test case of the hypothesis that partisan-
ship strengthens with political experience, for which age is usually taken as a proxy.
Immigrants enter at a variety of different ages, so age does not bear a uniform relation-
ship to the amount of political experience they have had with the political system of
the receiving nation. Rather, the strength of their partisanship should be a function of
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time since immigration. Indeed the longer immigrants have lived in the United States,
and the more generations their families have been in the United States, the more likely
they are to develop a party identification and identify as a strong partisan (Hajnal &
Lee, 2011; Wong et al., 2011). Their age does not matter much. Of course time in the
new nation is not the only important variable. Naturalized citizens are more likely to
acquire a partisan preference, and citizenship explains some of the effects of time, as if
time doesn’t “count” for as much until citizenship occurs, consistent with the presumed
role of practice in the development of a partisan preference (Hajnal & Lee, 2011; Wong
etal,2011).

4. CONCLUSIONS

In our view, continuing research on the questions that first animated the field of political
socialization, and extended it to the broader life cycle, has yielded somewhat surprising
levels of support for its initial suppositions. The importance of the early learning of par-
tisanship, prejudice, and racial and ethnic identity now seems evident. Even proponents
of a revisionist view suggest that the findings all “point to much continuity in political-
response patterns over the course of an individual’s life,” notwithstanding the new tasks
and roles they later encounter, as well as “considerable change in sociopolitical attitudes
and behaviors” in response to new contingencies (Sigel, 1989, p. 458); in addition, “the
weight of these studies suggests that we should not usually expect dramatic evidence
of change during adulthood” (Sapiro, 1994, p. 204). Much recent research nicely docu-
ments the conditions under which adult change is most likely to occur. There may have
been something of an overcorrection against the most enthusiastic early claims, with the
center of gravity of the field perhaps swinging a bit too far away from recognition of the
substantial early learning and persistence manifested by some predispositions.

In recent years new foci of attention have arisen, such as the importance of cognitive
(in additional to social) factors in the development of racial and ethnic attitudes and
the increasing political importance of ethnic and national identity, that require develop-
mental analyses, even if not to the exclusion of alternative approaches. Moreover, long-
term persistence now is seen as not merely a function of pure psychology but also of a
supportive social and political milieu.

We close with ruminations about two limitations of the literature as we have presented
it. It has been to an excessive degree generated within North America. This reflects both
where the main body of such research has been done and, even more, the limits of the
authors’ own knowledge. It narrows us particularly in assessing how changing politi-
cal contexts influence the individual. For example, we present no solid estimate of the
extent to which the great experiments at society-molding “took” in the Soviet Union,
Nazi Germany, Mao’s China, or Khomeini’s Iran. Second, we have reviewed a good bit
of work on how specifically political events have influenced political development. But
these are presumably a subset of the ways in which individuals interact with the events
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of the larger world. Psychologists have not generally been sufficiently attentive to those
interactions (though see Stewart & Healy, 1989).

Finally, we should be cautious about normative implications of the research
described here. On the matters taken up in this chapter, there is typically no one
ideal outcome that all will agree to. The nature of politics—indeed, its primary rai-
son détre—is to adjudicate disputes over competing interests and preferences, not to
ratify consensus over political ends. Even ethnocentrism and prejudice are often seen
as justified by those who hold them, as harshly as they are condemned by their vic-
tims and their sympathizers. Stereotypes have their beneficial uses as simplifiers and
organizers, as much as they harm their victims and limit the social skills and circles of
their holders. The merits of assimilation and separation of conflicting groups can be
and are legitimately debated. And, as often was said in the months after the terrorist
attacks on the World Trade Center, one man’s “terrorist” is another man’s “freedom
fighter” If political psychology can teach us anything, it is that we must all constantly
struggle to balance the natural tendency to glorify the familiar and those most like
us with the need to sympathetically take the perspective of others. Social scientists
may engage that struggle in more intellectual terms than the ordinary person, but a
struggle it remains.
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CHAPTER 4
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DEGREES OF RATIONALITY
IN POLITICS
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DENNIS CHONG

RaTIONAL choice theoryis both a normative standard and empirical model of behavior. As
a theory of behavior, it predicts (or prescribes) how an individual will (or should) choose
from alternative courses of action given his objectives and beliefs about the instrumental
relationship between those alternatives and his goals. The economic version of the theory
is often referred to as omniscient rationality because it assumes perfect, unbounded, or
substantive rationality (Becker, 1976; Elster, 1989; Rubinstein, 1998; Simon, 1995). A per-
fectly rational individual has a complete and coherent set of preferences, gathers an appro-
priate amount of information depending on the significance of the choice, forms beliefs
about the alternatives that reflect the relevant information or evidence needed to make
the decision, and chooses the action that is optimally related to his beliefs and goals.

The extent to which ordinary citizens behave rationally in politics is an empirical
question considered in this chapter. Do people choose actions that are optimally related
to their beliefs and goals? Are their preferences coherent, and do their beliefs corre-
spond to the evidence they have gathered? Do individuals seek the proper amount of
evidence, given their goals and beliefs?

As we shall see, in studying the political psychology and behavior of citizens, every
facet of the rational choice model appears to be violated to some degree. People pre-
fer policies and engage in behavior such as voting that do not further their self-inter-
est. Their preferences are often unstable, inconsistent, and affected by how alternatives
are framed. They do not always respond to new information by updating their beliefs
and modifying their preferences in accord with their goals. They do not gather enough
information to make the optimal choice.

Such departures from rational choice, however, raise a paradox. The paradox is that
itis irrational for the average citizen to invest much time and effort becoming informed
and making political decisions (Downs, 1957; Hardin, 2006). The economics of infor-
mation constrain rational choice, because all political preferences and decisions may be
compromised by the initial choice of citizens to economize on their effort. Given that
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substantive rationality depends critically on the optimal use of information to achieve
one’s goals, can citizens who rationally pay slight attention to politics still make rational
political decisions? We would expect the quality of decisions to vary depending on the
circumstances of the decision and the decision-maker.

In evaluating the rationality of preferences and behavior, much depends on our stan-
dards of rationality. In the omniscient or perfectly rational model, if we know people’s
goals and objective circumstances, we can predict their choices because we assume they
have the capacity and knowledge to make the proper inferences. People who do not
always uphold the standards of economic rationality are often better described as being
boundedly rational (Conlisk, 1996; Rubinstein, 1998; Simon, 1985, 1995). In contrast to
perfect economic rationality, bounded rationality assumes that people are instrumen-
tal in their actions, but will devote only so much time and resources to achieving their
goals. Try as they might to make good decisions, they can make mistakes gathering and
assessing evidence and reasoning from means to ends (Hirschman, 1982; Riker, 1995).

The decision-making procedures of boundedly rational individuals will vary accord-
ing to the demands of the problem and the abilities of the decision-maker. To explain
and predict people’s behavior, we have to study their subjective motivations and goals,
the information they possess, and their inferences about the consequences of alternative
courses of action. All such deliberative procedures may be construed as being bound-
edly rational even if they vary in the degree to which they produce substantively rational
outcomes (Simon, 1985, 294). If people are not universally rational, perhaps they are
more likely to be rational when making decisions in some contexts (e.g., when decisions
involve greater stakes or when they are more determined to make the right choice). And
if their choices are not objectively rational, perhaps they are rational within the bounds
of their limited knowledge, capacity, and motivation.

In this chapter, I explore both the economic and the psychological rationality of politi-
cal choice. I begin by outlining the assumptions of rational choice theory and discussing
variations on those assumptions to accommodate a more realistic individual psychol-
ogy. I then evaluate the political attitudes and behavior of citizens in different contexts
of decision-making. I focus specifically on the degree to which people make optimal
(i.e., self-interested) policy choices; whether low or limited information rationality is
substantively rational (and whether individuals who gather more information do bet-
ter); whether beliefs are updated and information is processed rationally; and whether
preferences are consistent across alternative framings of issues.

In discussing the empirical results in these areas of research, we shall see that the
major deduction of rational choice theory that citizens do not have an incentive to
devote much attention to politics casts a shadow on all of the topics we examine. When
individuals are not motivated, they have less knowledge of the implications of policies,
rely more heavily on partisan and ideological cues and other shortcuts to make choices,
are less affected by substantive arguments, and more likely to engage in motivated rea-
soning. A more psychologically realistic model of political decision-making, however,
can explain when decisions will deviate to a greater or lesser degree from optimal ratio-
nal choice. Because decision-making exacts costs and can be improved through practice,



98 THEORETICAL APPROACHES

incentives, and learning, bounded rationality, with its imperfections, should be regarded
as an extension of economic reasoning rather than its contradiction (Conlisk, 1996).

Finally, I will discuss how normative standards of decision-making vary and are
applied inconsistently across these topics of research. In particular, responsiveness to
information is valued in some contexts, but stability of preferences (or resistance to
information) is considered desirable in other instances. I will close with other examples
of inconsistency in the normative evaluation of decision-making including the treat-
ment of party cues and motivated reasoning.

1. ASSUMPTIONS OF RATIONAL
CHOICE THEORY

Rational choice theory!' assumes that individuals have preferences that reflect their
desires and goals. The goals that people aspire to can be left open-ended in the model,
although many rational choice analyses assume further that individuals are self-inter-
ested and more likely to give priority to goals (both economic and social) that bring ben-
efits to themselves rather than to others (e.g., Chong, 2000; Harsanyi, 1969).

However people define their goals is secondary to having a consistent set of prefer-
ences for these goals. An individual’s preferences among a set of alternatives can be
ordered if preferences are complete (a is preferred to b, or b is preferred to a, or one is
indifferent between a and b) and internally consistent or “transitive” (if a is preferred
to b, and b is preferred to c, then a is preferred to ¢). An individual is rational if these
preferences are coherent and if choices are logically derived from them (i.e., a rational
individual chooses the most preferred outcome).

Intransitive preferences can arise if people switch dimensions when evaluating dif-
ferent pairs of outcomes (Shepsle & Bonchek, 1996). This can occur, for example, when
different pairs of candidates evoke different dimensions of evaluation (domestic vs. for-
eign policy or character traits) so that candidate x trumps candidate y on foreign policy,
candidate y trumps candidate z on domestic policy, and candidate z trumps candidate x
on character issues. As I will discuss later, these are framing issues that presumably can
be moderated if all of the evaluative criteria are made explicit in the context of choice.

What is the rule or principle that leads to the preference ordering? Because people
have multiple goals (e.g., money, profits, power, social status, etc.) and costs accompany
the actions taken to obtain these goals, there are invariably trade-offs among the avail-
able alternatives. Intuitively, people are able to choose between such alternatives, so they
must possess a method for comparing them. The concept of utility allows us to make
comparisons among different kinds of costs and benefits by reducing them to a common
underlying scale. A utility function translates the goods that people seek into a value.

People select the best available means to satisfy their preferences given their beliefs
about what different actions will produce. Because the relationship between alternative
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means and ends is often uncertain, it is instrumentally rational to act in accord with
one’s beliefs about the likelihood that different courses of action will achieve one’s goals.
Outcomes are therefore assigned a utility value, and beliefs about the likelihood that
an action will lead to the preferred outcome are assigned a probability. If choices lead
to outcomes with certainty, then the rational choice is a simple matter of selecting the
alternative at the top of the preference ordering. When there is uncertainty about the
consequence of actions, the expected utility of an action combines the respective utili-
ties of the possible outcomes of an action with their corresponding probabilities.

A rational choice therefore entails choosing the course of action that maximizes one’s
expected utility.

1.1. Economic and Psychological Rationality

Economic rationality and bounded rationality make different assumptions about
the information level and cognitive ability of individuals (Hogarth & Reder, 1987;
Kahneman, 2003; Simon, 1995). Bounded rationality assumes there is individual and
contextual variation in decision-making processes and outcomes (Conlisk, 1996;
Gigerenzer & Goldstein, 1996; Lupia & McCubbins, 1998; Popkin, 1991; Simon, 1985,
1995). Decision-making procedures will vary by the importance of the issue and the
motivations, abilities, and predispositions of the individuals forming judgments.

People, therefore, are not naturally or intuitively capable of making optimal choices
in the more realistic psychology of bounded rationality. Rather, they sometimes choose
poorly when compromising between effort and optimization. Hirschman (1982) sug-
gests that “mistake making is one of the most characteristic of human actions, so that a
good portion of the social world becomes unintelligible once we assume it away” (p. 81).
Likewise, Riker (1995) notes: “There are degrees of difficulty in choosing instruments.
Hence the model does not require instrumental accuracy, although it does require
that...people do try to choose instruments that they believe, sometimes mistakenly,
will achieve their goals” (p. 25).

Psychological and experimental research has produced a catalog of studies demon-
strating the irrationality of individuals within particular contexts (Rabin, 1998). Clearly
people are fallible in how they make decisions, often make mistakes, do not always seek
to maximize utility, or fail to do so because of cognitive limitations. People often lack
rational consistency in their preferences (Tversky & Thaler, 1990). They use evidence
incorrectly or prejudicially and often draw overly confident conclusions from insuffi-
cient data (Gilovitch, 1991).

Whether these are conclusive demonstrations of widespread irrationality or only
limited exceptions to rationality is debated. Among the major objections to the exter-
nal validity of survey and experimental demonstrations of irrational behavior are
that participants are not provided sufficient incentives to perform well on pencil-
and-paper exercises, they are given novel problems without an opportunity to learn
from their errors of reasoning, and there is usually no debate and discussion in the
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experiments to guide how individuals evaluate their alternatives (Camerer & Hogarth,
1999; Chase, Hertwig, & Gigerenzer, 1998; Gigerenzer, 1991; Riker, 1995, Wittman,
1995). Inconsistencies of choice and miscalculations are presumed more likely when
there is little at stake and the alternatives are unfamiliar to the chooser. As Elster (1990)
notes: “The central issue is whether people deal irrationally with important problems”
(p. 40).

Of course, the necessity of incentives, education, and debate to induce rational
choice acknowledges individual and situational influences on the substantive ratio-
nality of decisions. Decision-making can be aligned on a continuum that ranges from
intuitive to effortful processing or “System 1” (intuition) versus “System 2” (reasoning)
decision processes (Kahneman, 2003). Intuition is fast, automatic, affective, and effort-
less judgment, while reasoning is slow, objective, rule-based, and effortful. Similarly,
dual-process cognitive models differentiate between “central” (or systematic) and
“peripheral” processing of information depending on the effort expended by the
decision-maker (e.g., Fazio & Olson, 2003; Petty & Cacioppo, 1986; Petty & Wegener,
1999). There is a trade-off between effort and accuracy. The idea of “satisficing” is that
people establish an outcome that is adequate for their purposes and terminate their
search when they find something that achieves that standard (Simon, 1957). People
have to decide on both the quality of the outcome they seek and the amount of effort
they are willing to invest to achieve that outcome. Simon (1990) therefore calls reason
“a gun for hire” because deliberate, rational decision-making will be employed only
under certain conditions.

Indeed, experimental research identifies where monetary incentives will sometimes
improve performance (but sometimes make no difference). Incentives make the great-
est difference when they motivate increased effort and if effort is relevant to improved
performance. Effort works in combination with existing cognitive capital. When there
is insufficient capital (skills, heuristics, experience, and know-how), increased effort
can be futile. Conversely, if there is sufficient capital for the task, then adding incentives
may not have a marginal effect on performance (Camerer & Hogarth, 1999). Monetary
incentives therefore appear to have a qualified effect on rational choice. Larger incen-
tives may induce more effort, but unless there is accompanying expertise, the additional
effort may be fruitless. Witness the consequential errors people make in their financial
investments (Benartzi & Thaler, 1995; Kahneman, 2003).

A separate issue is the extent to which incentives, education, and debate are relevant
to mass political decision-making. For example, it is not clear how frequently we can
depend on errors of perception and framing being corrected. “The fact that behavior
may be changed after the subjects have been informed of their ‘mistakes’ is of inter-
est, but so is behavior absent the revelation of mistakes because, in real life, explicit
‘mistake-identifiers’ rarely exist” (Rubinstein, 1998, p. 22). The impact of incentives
also needs to be evaluated in light of the small expected value of most decisions (such
as voting) that citizens make in politics. Much political analysis therefore concerns
the quality of reasoning and choice when people are not well informed and highly
motivated.
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In the following sections, we will observe that people often fall short of the standards
of rational choice not only because they are paying limited attention to politics, but also
because of natural biases in how people process information. There is also evidence har-
monious with a boundedly rational framework that consistency of preferences and the
quality of judgment and choice varies systematically with changing motivations and
incentives.

2. DO PEOPLE MAXIMIZE SELF-INTEREST?

A direct test of rational choice theory is whether people are maximizing utility when
they take positions on public policies. Self-interested optimizers ought to prefer policies
that yield the greatest benefits for themselves.

In public opinion surveys, however, the influence of self-interest on policy prefer-
ences has often proved to be weaker than general orientations such as political ideology,
party identification, and political values. Compared to self-interest, people’s values and
their sociotropic evaluations are better predictors of their candidate preferences and
their views in a variety of domains, including government spending, law and order, race
and gender issues, social welfare policy, and foreign affairs (Citrin & Green, 1990; Sears
& Funk, 1991). Likewise, in elections, voters are more apt to evaluate how the national
economy, rather than their own personal economic status, will be affected by different
candidates’ policies (Kinder & Kiewiet, 1981).

The minor influence of self-interest on political choice is puzzling in light of the cen-
trality of economic performance and standard-of-living issues in electoral campaigns.
Politicians spend much of their efforts trying to convince voters that life will be materi-
ally better under their policies. Yet the respondents in mass opinion surveys seem to
care less about their own personal stakes in policies than about whether those policies
promote the national welfare or serve longstanding values.

I'will explore reasons for the weak correlation between self-interest and political pref-
erences, identify conditions that appear to strengthen the influence of self-interest, and
discuss the theoretical implications of these results for our understanding of rationality.
Part of the explanation for these results lies in the conceptualization and measurement
of interests, and part lies in the cognitive and political constraints on the pursuit of self-
interest through public policy.

2.1. Defining and Measuring Self-Interest

In testing the influence of self-interest, conceptual problems disentangling the sources
of one’s interests have been circumvented to some extent by defining self-interest as the
tangible, relatively immediate, personal or family benefits of a policy. By definition,
this narrow conceptualization of self-interest excludes the possibility that self-interest
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may be pursued through expressive or other-regarding actions or through long-term
calculations. A narrow conception of self-interest also reduces the correlation between
indicators of self-interest and measures of values such as ideology, partisanship, and
egalitarianism, so that the relative influences of interests and values on policy prefer-
ences can be more clearly assessed. Broader conceptions of interests may yield some-
what different interpretations of the findings, but existing studies tend to concentrate
on the conditions under which narrowly defined self-interests will influence policy
positions.

Survey analyses of self-interest have generally sidestepped people’s reasons for their
policy preferences. Researchers typically make inferences about respondents’ self-inter-
est by making their own analysis of the consequences of the policy for different social
groups in society and testing whether groups with a greater interest are more likely to
support the policy. They assume, for example, that the unemployed will be more likely
than the employed to want the government to guarantee employment, or that those
without health insurance will have more to gain from supporting a national healthcare
plan than those who are insured.

However, there is usually no independent confirmation that the respondents share
similar beliefs about the impact of the policy. When people express preferences that
contradict their interests, it is possible they knowingly choose an alternative that is not
in their objective self-interest. Alternatively, their preferences may be consistent with
their own analysis of their interests given their (possibly mistaken) beliefs about the pol-
icy. Again, the economics of information provides little incentive for citizens to acquire
much policy knowledge even if some public policies (e.g., Social Security and health-
care reform) can have an immediate impact on citizens, and in these instances we would
expect people to be motivated to learn more about the policy (Campbell, 2002). Thus
a possible explanation for why self-interest exhibits only modest influence in shaping
opinions is that people are frequently unaware of the implications of the policies for
themselves and their families. The little information they have will often be partisan and
ideological information that provides tidy though not necessarily accurate information
about the costs and benefits of policies. When direct benefits are not self-evident, and
the consequences of the policy are difficult to analyze, an ideological interpretation may
be warranted as the best substitute.

2.2. When Costs and Benefits Are Magnified

We still might expect ideology and partisanship to be overridden when there is a
clear understanding (even if sometimes simplistic) of what side of the policy ben-
efits one the most. Indeed, studies that report more substantial self-interest effects
have typically focused on policies that offer unambiguous benefits or impose tangi-
ble costs (Citrin & Green, 1990; Sears & Funk, 1991). Sears and Citrin (1985) found
a strong relationship between owning one’s home and voting for Proposition 13, a
measure that slashed property tax rates in California. Green and Gerken (1989) and
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Dixon, Lowery, Levy, and Ferraro (1991) found that smokers were significantly more
opposed to smoking restrictions and cigarette taxes than were nonsmokers. Crow and
Bailey (1995) found that regular drinkers were less likely than nondrinkers to sup-
port enhanced efforts to control drunk driving and underage drinking. Wolpert and
Gimpel (1998) found that gun owners were consistently less likely than those who do
not own guns to support proposals to ban handguns or to impose a waiting period for
purchasing a gun.

The common element in all of these studies is that the policy being considered was
clearly going to help or hurt some elements of the population more than others. For
example, homeowners knew that Proposition 13 provided them with a large, immedi-
ate, and enduring financial benefit, whereas the hypothetical loss of government ser-
vices carried relatively little weight (Sears & Citrin, 1985). Similarly, those who own
a gun or intend to buy one can see that a waiting period will restrict their freedom.
Therefore, instrumental reasoning and self-interested decision-making (i.e., rational
choice) are more likely to be manifest when people can see that a policy will have a sig-
nificant impact on their lives. On this point, analysts in both the social psychological
and rational choice traditions are in agreement (Aldrich, 1993; Chong, 2000; Citrin &
Green, 1990; Elster, 1990; Taylor, 1989).

2.3. Priming Self-Interest

In addition to the variation in issue content, individual differences in awareness and
attentiveness can affect the connection between self-interest and policy choices. Both
one’s level of stored information and the content of cueing communications mod-
ify the priority given to self-interest in decision-making. People who are generally
informed about politics or who constitute the attentive public on a particular issue are
more likely to know how alternative policy proposals would affect them (Converse,
1964; Zaller, 1992). For those who are less cognitively skilled or engaged, the cues
available to them at the moment of choice should be more influential in determining
whether they will be motivated by self-interest (Sears & Lau, 1983; Taylor, Peplau, &
Sears, 1994).

Critical to the role of self-interest in political reasoning, then, is whether the mate-
rial benefits of a policy are visible, or cognitively accessible, to the decision-maker
(Young, Thomsen, Borgida, Sullivan, & Aldrich, 1991). Pursuing this line of thinking,
Sears and Lau (1983) showed that the relationship between self-interest and vote choice
became stronger when respondents were asked about their personal economic situation
before they were asked their candidate preference. Moreover, when their self-interest is
primed, respondents are more likely to agree with egoistic justifications for a policy and
less likely to accept reasons founded on broader, symbolic attitudes (Young et al., 1991;
Taber & Young, chapter 17, this volume).

Chong, Citrin, and Conley (2001) further illustrate the conditional effects of self-inter-
est in their survey experimental analysis of three policy issues—Social Security, the home
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mortgage interest tax deduction, and health benefits for domestic partners. They show
that people in the key beneficiary categories (i.e., the elderly, homeowners, and unmarried
individuals) recognize their own self-interest and act upon it without prompting when the
policy has obvious implications for them; however the influence of self-interest is magni-
fied significantly when people are primed to think about the personal costs and benefits of
the policy. In contrast, people with a smaller stake in an issue are less likely to choose on
the basis of self-interest and more likely to be influenced by their values and symbolic pre-
dispositions, especially when exposed to information that cues such concerns.

2.4. Uninformed Self-Interest

Even such affirmations of self-interested motivation are arguably crude approximations of
carefully calculated rational choices. Bartels (2008) demonstrates that popular support for
the tax cuts in 2001 and 2003 under President George W. Bush essentially boiled down to
the perception among individuals that they personally were paying too much income tax.
Other considerations about the growth of inequality in society, the negative social impact
of inequality, and the unequal distribution of benefits of the Bush tax cuts in favor of the
rich made little difference. While this suggests that voters cared only about the implica-
tions of the cuts for themselves, Bartels says average citizens (in contrast to the wealthy)
were myopically self-interested in their support of the tax cuts because they failed to con-
sider the ramifications of reduced taxes for cuts in government programs and increases in
state and local taxes that would likely negate any tax savings at the federal level. Along the
same line we could say that California voters were equally unenlightened when they sup-
ported Proposition 13 in California, the quintessential example in the literature of when
self-interest supposedly dominated choices. Here is where the voter as consumer is an apt
analogy, as consumers are often similarly myopic; for example, they buy low-price energy
inefficient appliances even though in the long run these will cost more to operate than the
more expensive but more efficient models (Conlisk, 1996, p. 672).

Such an interpretation, of course, holds the citizen against an objective criterion of
self-interest and discounts their beliefs about the impact of tax cuts on the economy.
Surveys have found that a majority of Americans believe that tax cuts help the econ-
omy, while only a fraction will say that tax cuts hurt the economy (AEIL 2011). Another
revealing survey finding that might help to explain why lower- and middle-income indi-
viduals are reluctant to support tax increases on the wealthy is that they believe that
politicians who target the wealthy for higher taxes will eventually also increase taxes on
the middle class (AEL 2011).

Survey analysis on the effect of different framings of tax cuts shows that support for
tax cuts declines when people are given a choice between lowering taxes or maintain-
ing spending on domestic programs such as education (Hacker & Pierson, 2005). These
findings might be interpreted as support for the idea that information about trade-offs
makes people more rational by causing them to take account of the benefits that are
lost with tax cuts. The competitive frame provides respondents with information about
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both costs and benefits, and their preferences change as a consequence. But in this com-
petitive context, either preference on the issue could conceivably be consistent with
self-interest—supporters might be myopic in wanting something now, and opponents
might be enlightened enough to resist the immediate temptation of a tax cut in favor
of social programs that benefit them. (However, it also may be more plausible to say
that people are giving greater weight to social values that support education and other
social programs than to say they are becoming more self-interested. It is not clear they
feel they are getting a better material return from these programs than they are from
the tax cut; perhaps they simply feel that education is something they should support.)

2.5. When Self-Interest Matters

In keeping with a contextual approach to decision-making, the question to explore is not
whether but when self-interest matters. (Redlawsk and Lau make a similar argument at
the end of chapter 5 in this volume). Self-interest is more likely to matter when people
actually have a stake in a policy and can see that they have a stake. Whether they can
recognize those stakes depends on the transparency of the policy, the clarity with which
the policy is presented to them, and their capacity to understand the implications of the
policy. When their objective interests are debatable, when the implications of a policy
are hard to discern or are obscured by political persuasion, or when they are not directly
affected by the policy, people will rely more heavily on general political orientations (such
as ideology and partisanship) that offer guidance in the absence of other criteria. Future
research on rational choice should include a wider range of issues that differ system-
atically according to the size and clarity of their benefits and costs. A second task is to
improve the measurement of both self-interest and values by developing more reliable
measures of beneficiary classes and the specific values that are relevant to the policies.

3. LOW-INFORMATION RATIONALITY?

In politics, citizens will seek economical strategies to reason through their choices
and hope to make adequate decisions even if they are generally not well informed.
An obvious question is the quality of their political choices, which is analogous to the
issue raised by economists of whether boundedly rational economic behavior leads to
the same market outcomes as optimal behavior (e.g., Akerlof & Yellen, 1985). To what
extent does economizing on deliberation produce outcomes that deviate from substan-
tive or unbounded rationality?

The consequences of being uninformed may not be as severe as once thought.
Although citizens devote little time to politics, they may learn just enough to make
reasonable choices by capitalizing on politically relevant information available as a
by-product of everyday routines (Downs, 1957; Fiorina, 1981; Popkin 1991; Lupia and
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McCubbins, 1998). Voters may be unfamiliar with substantive issues, but they neverthe-
less can evaluate candidates using more easily acquired data, such as recent economic
trends, the partisanship and personal characteristics of candidates, the candidates’ ide-
ologies, and the identities of opinion leaders and interest groups that endorse the candi-
dates (Brady & Sniderman, 1985; Fiorina, 1981; Key, 1966; Lau & Redlawsk, 1997;2001;
Popkin, 1994; Sniderman, Brody, & Tetlock, 1991). In so doing, voters can draw conclu-
sions without making a detailed study of the issues.

3.1. Measuring Performance

If we are using a normative standard of rationality, the right preference toward poli-
cies and candidates would be the position taken by a person who possessed all relevant
information about the alternatives, analyzed and weighed that evidence properly, and
chose the alternative that maximized his or her expected utility. Perfectly informed indi-
viduals in the electorate are an ideal type, like the omniscient rational actor. Researchers
could analyze the issues and candidates and substitute their well-informed definition of
the optimal choice for different types of voters, which is essentially the strategy taken in
the studies testing for self-interested policy preferences. The analyst infers that a policy
benefits some groups more than others and tests whether individuals in those groups
actually provide greater support for the policy.

A more neutral method to define optimal choice focuses on the preferences of
individuals who are significantly better informed than others because of their social
position, educational level, or interest in following public affairs. If better-informed
individuals have gathered sufficient information to understand the consequences of the
policy, they should be more likely to identify the side of the policy that furthers their
interests. Therefore we might take the preferences of the most-informed members of
the public and compare them against the preferences of less-informed individuals, con-
trolling for their demographic characteristics. Differences in preference by information
level would suggest that information changes beliefs about the implications of the alter-
natives and improves the fit between preferences and goals.

A related approach to gauging the efficacy of low-information choice is to provide
individuals with additional information about the alternatives and to measure the
extent to which the new information changes their preferences. This can be done experi-
mentally by randomly assigning individuals to a treatment group in which they receive
relevant information about a policy; these individuals are then compared to a control
group that was not provided this information. A before-after design can also be used
to measure the preferences of a panel of individuals before and after they are informed
about the alternatives.

Finally, an approach used specifically to test the value of possessing easily acquired
but potentially useful heuristic information is to compare the preferences of individuals
who possess the heuristic information against the preferences of those who are more
fully informed about the alternatives.
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3.2. The Impact of Information on Preferences

Virtually all of the studies reviewed here have found that possessing greater information
tends to change preferences, which indicates that less-informed citizens are not making
optimal choices. (See the discussion by Huckfeldt, Mondak, Hayes, Pietryka, and Reilly,
chapter 21, this volume.) Delli Carpini and Keeter (1996) found that group differences
between men and women, blacks and whites, and younger and older individuals sharp-
ened among the best-informed members of the groups compared to the groups taken as
wholes.

Bartels (1996) examined the effects of general knowledge on presidential vote choices.
The average (absolute) deviation between actual and fully informed voter preferences in
the six elections from 1972 to 1992 was approximately 10%, with effects being greater
in some demographic categories than others. Bartels calculates that if voters chose ran-
domly, the average deviation from fully informed voters would be on the order of 20%;
therefore, the limited information possessed by the electorate as a whole shaves the
magnitude of error in judgments by about 50%.

Althaus (1998) estimates that fully informed collective public opinion is more sup-
portive of government services and higher taxes, but also (paradoxically?) more
opposed to expanding government power; in the realm of social policy, fully informed
opinion was generally more liberal except on the issue of affirmative action.

Gilens (2001) uses a standard for informed opinion that is based on specific policy
knowledge rather than general political knowledge. He shows that specific information
alters preferences over and above general knowledge: support for new prison construc-
tion is lowered when respondents are told that crime rates are declining, and support
for foreign aid increases when respondents are informed that foreign aid is a trivial por-
tion of federal spending. As in studies that simulate the preferences of a fully informed
public, these findings suggest that lacking specific information leads to choices that are
suboptimal in the sense of not aligning with the preferences one would hold if better
informed. Furthermore, the addition of policy specific information seems to have its
greatest impact on those who already possess high levels of general knowledge, because
they are better equipped to process the new information and to update their preferences.

There is no handy criterion to assess whether citizens are doing adequately if subop-
timally with the trade-off they are making between gathering more information and the
quality of their decisions. Bartels asks (1996, p. 221): “Does the attractiveness of democ-
racy as a political system depend in any fundamental way upon the degree of corre-
spondence between the opinions the public actually expresses about a given candidate
or policy and the opinions it would express if it was ‘fully informed™?...If deviations
between actual and “fully informed” preferences of the magnitude reported here will
not shake anyone’s confidence in democracy, would deviations twice as large do so? Ten
times as large?”

In their study of voter choice, Lau and Redlawsk (1997; 2006; Redlawsk & Lau,
chapter 5, this volume) take the more sanguine position that most voters choose the
candidate who is consistent with their stated beliefs and interests. By their definition,
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the correct vote is the vote that one would make with complete information about the
candidates. Using two alternative measures of correct voting, they conclude from exper-
imental and survey data that between two-thirds and three-quarters of the electorate is
voting correctly. Whether an error rate of one-quarter to one-third of the electorate is
excessive in a democratic system is an open question.

Even if additional information does change beliefs and choices, it is a separate ques-
tion whether the cost of obtaining that information is worth the benefits associated with
the new preferences. People may be more likely to “get it right,” but the consequences of
making good political choices for one’s life may be minor.

3.3. Knowing Just Enough versus Knowing a Lot

Demonstrating that general and specific knowledge leads to different (more optimal)
policy or candidate preferences suggests that heuristics are not fully compensatory for
those with low information levels. This may be an overstatement because some people
may acquire the relevant cues in policy campaigns when the issue is salient, and the key
test is whether there are some heuristics that substitute adequately for more detailed
knowledge. In Lupia’s (1994) study of several California initiatives on auto insurance
rates, voters’ knowledge of the details of the initiatives made little difference in their vot-
ing behavior beyond their knowledge of the auto insurance industry’s position on each
initiative. Voters who knew only the insurance industry’s stance voted similarly to those
who knew additional factual details of the initiatives.

There is of course an inherent ambiguity in using the well informed as a stan-
dard for evaluating whether people are expressing optimal preferences. If informa-
tion does not change preferences, then it does not produce any new knowledge (as
defined by Lupia & McCubbins (1998), knowledge helps to predict the consequences
of a policy relative to one’s goals). Therefore, the marginal value of the information
is zero, and people should not pay anything to obtain it. By definition, if the informa-
tion has value, it should affect preferences. We cannot always tell, simply by compar-
ing the preferences of informed and uninformed people, whether the information
has marginal value. If there is no difference between these groups, the information
may not have been valuable or the well informed may have failed to make rational use
of the information. Thus, in Lupia’s study, highly informed voters may have derived
no additional value from the details of the initiative measures, or they may have
ignored such information and focused primarily on the alignment of the lobbying
groups and consumer interest groups on each measure. We cannot escape this ambi-
guity unless we have a separate standard for the relevance of the information to the
decision.

The upshot of these studies is mixed. There is a price paid for cutting corners in gath-
ering information. Nonetheless the drop-oft in performance may be tolerable depend-
ing on one’s standards for decision-making. The deviations in preferences produced by
more information are consistent and statistically significant, but there is also evidence
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indicating that voters tend to choose the right candidate given their priorities and
criteria.

As will be apparent in the following discussion of motivated reasoning, the best
informed may be an imperfect standard of good decision-making because they are
also the most partisan and ideological members of the electorate. Ideology and party
identification can motivate biased interpretations of evidence, especially when that evi-
dence has partisan implications. Therefore, the beliefs of the best informed may reflect
an ideologically distorted perspective rather than the objective state of the world. Those
who are less ideological may have more accurate beliefs about aspects of the world that
are subject to ideological or partisan conflict. The stronger tendency of more informed
individuals to engage in motivated reasoning raises question about using this group as
the standard for optimal preferences.

4. ARE BELIEFS FORMED AND UPDATED
RATIONALLY?

In the normative model of rational decision-making, individuals gather information
and weigh its applicability to the choice they have to make. If the evidence is relevant to
the choice at hand, they will modify their beliefs to take account of the new information.
If these new beliefs change their evaluation of the relationship between the alternatives
and their goals, they will change their preference among the alternatives.

The studies I discuss in this section show that reasoning on the basis of limited infor-
mation and low motivation to engage in deliberate processing of information can give
rise, ironically, to motivated reasoning. Although motivated reasoning is often war-
ranted by the circumstances of the decision-maker and can even be logically coherent,
it reduces the value of information in politics relative to simpler and sometimes more
superficial cues.

4.1. Biased Information Processing

One of the biases of human decision-making is that people will shape their beliefs of
the world to make them consistent with their preferences rather than form their pref-
erences based on an objective assessment of the state of the world (Kunda, 1990). In
politics, where disputes over the interpretation and significance of information are com-
mon, people often interpret the same facts or events from a biased partisan or ideologi-
cal perspective.

A fundamental tenet of rationality is that one’s desires should not guide one’s beliefs,
as in motivated reasoning or cognitive dissonance reduction (Elster, 1990). The clas-
sic demonstration of motivated reasoning is Lord, Ross, and Lepper’s (1979) study of
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attitudes toward the death penalty. After reading strong and weak arguments on both
sides of the issue, supporters and opponents of the death penalty became more polar-
ized and sure of their positions. Each side accepted the arguments consistent with their
original position and argued against inconsistent claims, resulting in stronger attitudes
following the debate than before.

Motivated reasoning is appropriate within limits, as “it is also inappropriate and
misguided to go through life weighing all facts equally and reconsidering one’s beliefs
anew each time an antagonistic fact is encountered. If a belief has received a lifetime
of support, it is justified to be skeptical of an observation or report that calls the belief
into question, but to readily accept evidence that supports its validity” (Gilovitch, 1991,
pp- 50-51; see also Hardin, 2009, p. 8). Ideological and religious belief systems may
receive greater reinforcement and social support from those we know and respect than
objective beliefs about the world. Therefore, we should anticipate that partisanship and
ideology might have a greater influence on how people interpret the political world than
objective facts. The crux of the issue is how responsive individuals are to new informa-
tion. If they are responsive, are they using evidence properly? To what extent do existing
(prior) evaluations persist in the face of contrary evidence?

Studies pointing to the rationality of voters have offered evidence of their respon-
siveness to changing information. Page and Shapiro (1992) argue that public opinion,
as a collective entity, is generally stable when conditions are constant and dynamic in
response to new events and information “that rational citizens would take into account”
(p. 56). Similarly, Stimson’s (2004) theory of the public mood describes a responsive
electorate (led by some attentive citizens) that moderates and influences the ideological
thrust of public policy. The theory of retrospective voting (Downs, 1957; Fiorina, 1981;
Key, 1966; Popkin, 1994) maintains that voters are capable of evaluating and respond-
ing to the recent performance of the incumbent administration even if they are not well
informed on the policy platforms of the parties. In general this research credits the pub-
lic with being able to discern the direction of public policy, evaluate the competence of
the party in power, and respond to political events in a reasonably accurate manner.

Responsiveness to events alone provides evidence that people have reasons for their
actions (a minimum standard of rationality) but does not mean that voters are giving
proper weight to information in their opinions and preferences. For example, Achen
and Bartels (2009) took a closer examination of what voters appear to be keying on when
they make retrospective assessments of the administration’s performance. They found
that voters react to many irrelevant events, have a short memory and time frame—
focusing on recent performance and ignoring earlier events—and base their decisions
on outcomes beyond the control of the administration.

4.2. Partisan Biases in Information Processing

Both memory-based and online models of public opinion assume motivated reasoning,
especially among partisans who are most knowledgeable about politics. An axiom of the
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RAS (Receive-Accept-Sample) model of public opinion (Zaller, 1992) is that individu-
als accept or reject information they receive depending on its relationship to their par-
tisan and ideological predispositions. The more highly informed individuals will be the
most biased because they will be more likely to recognize the partisan cues in informa-
tion. Lodge and Taber’s (2000; 2013) online model assumes that all decisions are moti-
vated, but sometimes they are motivated to achieve accuracy and other times they are
motivated to achieve a desired conclusion (which they call, appropriately, a “partisan
mode”). Their John Q. Public (JQP) model (Kim, Taber, & Lodge, 2010) emphasizes
the persistence of attitudes and partisan polarization of preferences in the course of a
campaign.

Gerber and Green (1998; see also Green, Palmquist, & Schickler, 2002) are in the
minority when they argue that there is no partisan resistance to information. According
to them, the evaluations of people with different party identifications move along paral-
lel paths in response to new information, which is consistent with unbiased informa-
tion processing. Bartels (2002) argues on the contrary that such parallel shifts in opinion
confirm partisan biases. In his interpretation of unbiased processing, as evidence is
accumulated, partisans should converge in their evaluations and eventually reach a con-
sensus if they agree on the meaning of the evidence. The rate of convergence depends on
the weight of the evidence (cf. Bullock, 2009). An analysis of 92 topics of opinion change
between 1990 and 1992 using the NES panel survey showed that partisan bias was sig-
nificant in 83 instances. What is more, partisan biases extend to objective facts. For
example, Democrats and Republicans polarize in their beliefs about whether income
differences have increased or decreased in the past 20 years. Thus, not only do opinions
vary by ideology and party, but so do perceptions of the state of the world (Bartels, 2008).

If individuals are motivated by a combination of accuracy and consistency, then par-
tisan biases expressed in response to factual questions may reflect the dominance of the
consistency goal. Survey respondents may simply have greater accessibility to partisan
perceptions than to facts even when they know the facts, and surveys may not provide
respondents with sufficient incentive to retrieve the correct answer from their memo-
ries (Prior, 2007). Alternatively, people may not have the specific knowledge they are
being tested on, so they use their political values as a heuristic to fill in details they do
not know. This is a shortcut that sometimes works, as in the case of the likeability heuris-
tic (Brady & Sniderman, 1985) that allows people to infer the policy positions of social
groups.

The impact of substantive information is weakened when people are inclined to
impute facts using their partisan values, or if their interpretation of the information is
shaped by their prior attitudes and beliefs. Cohen’s (2003) ingenious experiment on the
relative influence of partisan cues and policy features shows how party cues affect the
subjective meaning and interpretation of seemingly objective information. The experi-
ment presented participants with two contrasting versions—generous or stringent—
of a social welfare policy. Judging each policy on its merits, respondents preferred the
version that was consistent with their ideological values. But when the policies were
attributed to either the Democratic or Republican Party, liberal respondents favored
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the Democratic-labeled policy whether it was generous or stringent, and conservatives
favored the Republican-labeled policy irrespective of details. Furthermore, greater cog-
nitive effort did not change partisan biases in evaluating the policies.

Therefore, people’s prior opinions about the group interests championed by the two
parties were so strong that they had difficulty believing the Republican Party would ever
be more sympathetic toward the poor. Any policy that appeared more generous than a
rival Democratic policy was assumed to have some hidden features that undermined its
ostensible benefits.

Within the confines of the experiment, this type of motivated reasoning appears irra-
tional, but in the real political world, such assumptions about the relative sympathies
of the two parties toward social welfare policy are warranted, and relying on party cues
might be a more reliable decision rule than an independent analysis of the features of
the policies. There is valid reason, rooted in long-term party reputations, to doubt that
a Republican program would be more sympathetic to the poor; it may appear so in the
capsule summary, but in the respondent’s mind, there must be strings attached to under-
mine the attractiveness of the program. What would happen if the experimenter added
the proviso: these are identical programs and will be implemented identically, except for
variations in spending levels and duration? In this case, we might expect respondents
to pay more attention to comparing absolute spending levels and time frames for the
programs.

The Iraq war represents the most vivid recent example of motivated reasoning among
Democratic and Republican identifiers (Gaines, Kuklinski, Quirk, Peyton, & Verkuilen,
2007; Jacobson, 2006; Prasad et al., 2009).Reactions to new information about the
absence of weapons of mass destruction (WMDs) in Iraq varied significantly between
Democrats and Republicans. Democrats updated their beliefs and increasingly with-
drew support for the war when its justification was undermined; Republicans were
much slower to revise their beliefs, and those who did supplied new reasons to justify
the war, such as the need to overthrow a brutal dictator or to prevent Iraq from being a
haven for Al-Qaeda (Jacobson, 2006).

4.3. The Relevance of Facts

A manipulation that strengthens the impact of a “fact” is to make people commit to
its relevance. Kuklinski and colleagues (1997) designed a survey experiment that
divided participants into two groups. Individuals in Group 1 gave their estimated and
preferred levels of welfare spending and their attitude toward welfare spending; in
Group 2, individuals gave the same estimates, but before they were asked their attitude
toward welfare sending, they were given the true level of welfare spending (which was
typically higher than either their estimated or preferred levels). “Group 2 respondents
expressed more support for welfare spending than those in Group 1. In this extreme
condition, in other words, factual information made a difference” (Kuklinski & Quirk,
2000, p. 173).
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Kuklinski and Quirk describe the condition as “extreme” to mean the extraordinary
effort that must be made to get people to update their beliefs and attitudes. The impli-
cation is that rational individuals should be more easily persuaded by good evidence.
An alternative interpretation is that the participants had an attitude toward welfare pro-
grams that was not based on knowledge of the actual level of government spending, but
simply on their belief that an excessive amount was being spent.

Specific quantitative facts, within bounds, are probably irrelevant for most policy
preferences. People do not form their attitudes toward criminal justice based on the
number of prisons in the United States. Nor does their attitude toward immigration
rest on the annual number of immigrants who enter the country. Instead, people have
a more ordinal (and numerically elastic) belief that, for example, there are “too many”
people locked in prison or the pace of immigration is “too fast” Such qualitative judg-
ments can accommodate virtually any actual statistics. Learning the exact numbers will
not change those impressions; instead the meaning of the numbers (too high or too low)
will be shaped by one’s attitudes, not vice versa.

Gaines et al. (2007) substantiate this point in a panel study of attitudes toward the Iraq
war. They show that new information about growing American casualties and failure
to find WMDs in Iraq tends to be discounted as being irrelevant when it runs against
strong partisan predispositions. In general, new facts do not change opinions as much
as the perceived implications of those facts, which are themselves subject to partisan
biases.

People are often uncertain about facts and how facts apply to the policy they are evalu-
ating. Information competes with simpler cues that people receive about a policy. These
cues also tell them which policy is best for them and which facts are relevant. Source
cues especially can deflect attention from the substantive content of messages as well
as shape interpretation of the information, so that the persuasiveness of the message
depends on one’s attitude toward the source. People not only have to be given incentives
to study the information, but the information has to be presented in a way that increases
its salience and credibility. A problem with low information rationality is that relevant
substantive information is less likely to be given its due when individuals prefer taking a
shortcut to making a careful evaluation of evidence.

People’s certainty about the source’s credibility can cause them to change their beliefs
about both facts and applicability, especially if their prior beliefs about these facts and
their applicability are weak. If an original position in favor of a policy is supported by
a credible source and a set of beliefs about the facts, but these beliefs about the facts
change because of new information, the new facts may be judged irrelevant (especially if
the source remains steadfast but instead changes its rationale for the policy). The source
prevails in this conflict because its policy position presumably incorporates all of the
information in the situation that has a bearing on the decision. When source cues are so
strong, information takes a back seat. Furthermore, following a source cue is not nec-
essarily based on peripheral processing of information. Individuals may scrutinize the
credibility of the source carefully. Therefore, party identification is a simple cue to fol-
low, but it can reflect either central or peripheral processing.
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The signal from a cue can also lead to an inference about what the facts must be using
the following reasoning: the source has all the facts and supports the policy; any fact or
consequence of the policy that is relevant to the source’s position must be true or the
source would not have endorsed the policy. If a person believes strongly that a fact is
relevant but is uncertain if the fact is true, the signal from the source cue will strengthen
belief that the fact is true (Lauderdale, 2010).

These dynamics of opinion indicate that Bayesian, unbiased, and rational have been
incorrectly equated. There are cases of information processing that are consistent with
Bayesian reasoning but that seem plainly unreasonable and ideologically dogmatic.
“Opinion change in accordance with Bayes’ rule may often be biased, and in extreme
cases it may approach delusion, as long as it does not manifest internal contradictions”
(Bartels, 2002, p. 126). Accordingly, Achen and Bartels (2009) show that it is possible
to construct a Bayesian model in which partisan biases reflect cognitive inferences as
opposed to wishful thinking; motivated reasoning is consistent with Bayesian updating
when party identification is strong and the voter learns little information about the issue
except that it has partisan relevance.

4.4. Overcoming Bias

Models of information processing hypothesize that people can correct their mispercep-
tions when they have an incentive to make superior decisions. The relative emphasis on
directional and accuracy goals will vary with the context of the decision. Individuals
need not be consistent decision-makers across contexts because decisions differ in their
complexity and individuals have varying motivations and opportunities to process
information carefully (Lodge & Taber, 2000).

Studies show that increasing the incentive for accuracy (e.g., by telling people their
decisions would have to be justified, would be made public, would have an effect on
their own or other people’s lives) without changing the attractiveness of particular out-
comes, leads to more careful processing of information and reduces cognitive biases
(e.g., stereotyping, group bias, primacy effects, anchoring effects in probability judg-
ments, fundamental attribution errors) (Freund, Kruglanski, & Ajzen, 1985; Kruglanski
& Freund, 1983; Petty & Cacioppo, 1986; Tetlock, 1983; 1985). (Note that in these deci-
sion and judgment tasks the participants did not have motivation to prefer one outcome
to another, but they were motivated to care about arriving at an accurate judgment.)
Fishkin and colleagues (Fishkin, Luskin, & Jowell, 2002; Fishkin, 2006) show that in
carefully regulated deliberative contexts that emphasize rational evaluation of evidence,
citizens develop coherent preferences across issues, become more informed about
issues, and change their policy preferences following discussion with policy experts and
fellow citizens.

But in order for accuracy incentives to reduce cognitive biases, individuals have to
possess and employ reasoning strategies that improve choice (Camerer & Hogarth,
1999). Some kinds of problems may not benefit from greater effort if the effort promotes
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resorting to reasoning processes that are faulty, or if the problem is too difficult to solve
so that effort is irrelevant or even counterproductive. A common circumstance in poli-
tics is that information is disputed among experts, and many people do not have the
knowledge or ability to sort through competing claims even if they were motivated
to do so.

In nonpolitical experiments there is typically a consensus on the quality of arguments
among participants. Participants are not predisposed by their partisanship or ideologies
to favor or oppose these arguments, so they are able to interpret the arguments more
objectively than, for example, the arguments used in Cohen’s (2003) “party over policy”
paper. In Cohen’s study, there was considerable cognitive elaboration occurring among
participants, but it was aimed toward increasing consistency with prior attitudes toward
the parties. In addition, in the political world, objectivity in assessing arguments may be
compromised by strong prior attitudes toward the subject.

Although Achen and Bartels (2009) found a preponderance of motivated reasoning
in their analysis of National Election Survey data, they did confirm that information
effects are larger when individuals have personal concerns for the issue and receive con-
siderable information about it. Their prime example is how women’s attitudes toward
abortion rights changed as Democratic and Republican Party positions evolved in the
1970s and 1980s. Women cared more than men about this issue, and informed women
were more likely than informed men to change parties during the 1980s as the abortion
issue and contrasting party positions became salient.

In their studies of vote choice, Lau, Anderson, & Redlawsk (2008; also Redlawsk &
Lau, chapter 5, this volume) hypothesize that correct voting is related to increased moti-
vation to make a good decision (operationalized as caring who wins); expertise (politi-
cal knowledge and education); the availability of an effective heuristic; more informative
campaigns (reflected in increased campaign spending); and simplicity and clarity of
choice (i.e., ideologically distinct candidates, and fewer candidates should make correct
voting easier to accomplish). Likewise, Hillygus and Shields (2009) found that voters
respond to campaign information about the issue positions of candidates if the issue
is sufficiently important to them. The alternative perspective (e.g., Lenz, 2009) is that
voters are modifying their views over the course of the campaign to match those of the
candidate they prefer. This alternative explanation seems unlikely among the persuad-
able partisans identified by Hillygus and Shields because their issue preferences were
measured early in the campaign and the issues examined were deemed important by the
voters, making it more likely that they had strong opinions on these issues that would
not easily be changed.

In general, exposure to strong contrary arguments and their repetition should reduce
biased processing because it is more difficult to discount strong arguments (Petty &
Cacioppo, 1986, p. 164). There is evidence that motivated reasoning among voters can
be gradually overcome with an accumulation of evidence, as voters do not indefinitely
reject contrary evidence once they have formed a preference (Redlawsk, Civettini, &
Emmerson, 2010).
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In sum, we assume that rational citizens will incorporate information that is relevant
to the decision. Accuracy is pursued if the decision is salient and the consequences are
important; for example, more information is sought and evidence is reviewed more
evenhandedly. But in politics this process can be muddled by the quality of information
and debate over the facts and the applicability of those facts to the decision. Most of our
information is obtained by trusting sources, not by independently verifying the truth of
a claim. Virtually all public policy claims are disputed in varying degrees (see Chong &
Druckman’s (2010a) analysis of the large number of opposing frames used in political
debates), making it difficult for citizens to identify what is true or relevant. In the fol-
lowing section, I will discuss how the prevalence of framing effects means that citizens
rarely have a clear understanding of what facts and consequences are relevant to the
policy. Ironically, motivated reasoning from partisan preferences to beliefs about poli-
cies is one of the ways that individuals resist framing effects.

5. FRAMING OF POLITICAL PREFERENCES

Rationality presumes that individuals have coherent preferences that are invariant to
how the alternatives are described. The research on framing offers pervasive evidence
that alternative (and sometimes logically equivalent) descriptions of the same policy can
produce significantly different responses. In perhaps the most famous example, devised
by Tversky and Kahneman (1981), individuals reversed their preferences in selecting
between risky choices by preferring the risk-averse option when it was framed in terms
of gains, but the risk-seeking alternative when the same outcomes were framed as losses.
(See Jack Levy’s discussion in chapter 10 of this volume of framing and preference rever-
sals in international relations.)

In politics, changes in the labeling of alternatives can have marked effects on pub-
lic opinion. Familiar examples include substituting “the poor” for “those on welfare,”
or referring to groups that oppose the right to an abortion as “anti-abortion” rather
than “pro-life” (Bartels, 2003). Similarly, public preferences can be markedly affected
by selectively highlighting certain positive or negative characteristics or consequences
of the policy. A frequently cited example involves a political extremist group that is
planning a public rally (Chong & Druckman, 2007, Nelson, Clawson, & Oxley, 1997;
Sniderman & Theriault, 2004). If respondents are reminded by the survey question that
free speech rights are at stake, they are inclined to support the group’s right to stage the
rally. But if they are reminded instead that the rally might spark violence, they switch
their position and prefer to stop the rally from taking place.

Framing effects undermine the assumption of consistent preferences that under-
lies rational choice theory. In all of these instances, preferences should be invariant to
changes in the framing of the alternatives. If framing effects are sufficiently common,
they reduce the validity of public preferences expressed in surveys and elections, and
challenge the notion of popular sovereignty in democratic theory.
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5.1. The Psychology of Framing

To understand how framing occurs, consider the structure of an attitude. A person’s
attitude toward an object is the product of his beliefs about it. Framing presumes a
mixture of positive and negative beliefs and therefore some degree of ambivalence.
For example, a person may believe that an extremist group is entitled to free speech
but may also believe that a rally would pose a danger to public safety. Whichever
belief has greater weight will determine his or her attitude on the issue. Framing
influences people’s attitudes by affecting the relative weights they give to competing
considerations. Equivalence frames are logically equivalent but convey different con-
notations or meaning, and issue frames emphasizing alternative considerations of
the policy are not equivalent, but they represent the same basic options with alterna-
tive descriptions of their features (Jou, Shanteau, & Harris, 1996). Both equivalence
and emphasis frames steer respondents to a particular interpretation or connotation
of the problem.

People vary in the strength and reliability of their attitudes. Some people have strong
attitudes that are based on a clear subset of beliefs. Others have beliefs that incline them
in different directions, but do not have a settled understanding of the relevance of alter-
native considerations or aspects of the problem. Framing effects are more likely when
people do not have a strong attitude or preference based on a well-defined set of con-
siderations. Instead they passively accept the narrow conceptualization of the issue or
problem provided to them (Kahneman, 2003, p. 1459) and are unable or unmotivated to
generate additional features of the problem.

Stability of preferences depends on individuals being able to retrieve and evaluate the
same set of relevant considerations independent of the framing of the question. This is
likely to be difficult for all but well-informed and motivated respondents. For example,
lawyers and judges display stable preferences on civil liberties issues when they con-
sistently apply general legal principles to a variety of controversies involving the First
Amendment rights of unpopular groups (Chong, 1996). More commonly, however,
ordinary citizens are highly susceptible to framing because they have neither formal
training nor strong beliefs on most issues.

5.2. Qualification of Framing Effects

A number of scholars (e.g., Wittman, 1995; Riker, 1995) have argued that experi-
mental demonstrations of framing lack external validity because they exclude fea-
tures of the political world (incentives, debate, learning) that would mitigate the
effects generated in the laboratory. The magnitude of framing effects also can
be moderated by the wording of problems, changing numerical details, strong
attitudes, greater cognitive ability, increased contemplation, and the need to pro-
vide a rationale for one’s preferences (Druckman, 2001; Kuhberger, 1998; Miller and
Fagley, 1991).



118 THEORETICAL APPROACHES

Druckman (2004) provides persuasive evidence of contextual and individual variation
in the size of framing effects on equivalence-framing problems. Expertise reduces fram-
ing effects, and counterframing and heterogeneous discussion also temper framing effects
by increasing the accessibility of alternative interpretations of the problem so that one is
not swayed disproportionately by a one-sided frame. Sniderman and Theriault (2004) also
show that simultaneous competition between frames increases the likelihood that people
will choose policy alternatives that are consistent with their values. Chong and Druckman
(2007; 2010b) demonstrated experimentally that competing frames offset framing effects
when the opposing frames are of comparable strength. However, they also found that the
canceling effects of simultaneous competition between frames do not extend to dynamic
competition between the same frames received over time. When competing frames are
received sequentially over time, as in a political campaign, most individuals become newly
susceptible to the last frame they receive because early framing effects tend to decay. An
important qualification on this result is that people who engage in effortful processing
of initial messages develop surprisingly stable—and rigid—opinions that are resistant to
framing compared to those who rely on memory-based processing.

5.3. Information or Framing Effects?

A charitable interpretation of many examples of framing effects is that people are being
guided by the connotations of frames rather than being misled or deceived. Alternative
frames change the problem for the respondent by providing new information and high-
lighting what is relevant. For example, respondents are reasonable to believe the hate
group rally poses a threat to public safety if the survey item explicitly mentions “the
possibility of violence,” but not otherwise. This interpretation of framing fits well with
Simon’s (1985) description of the problem solver as one “who is provided in advance
with a knowledge of neither alternatives nor consequences—and who may even dis-
cover what his or her goals are in the course of the problem-solving process” (p. 295).

Framing and information effects have a different normative status in the study of
public opinion even though they describe similar processes. Framing effects are said
to undermine the validity of public opinion, while information effects demonstrate the
public is responsive to substantive policy details. A possible distinction is that infor-
mation introduces new considerations that change people’s beliefs and preferences.
In contrast, framing might operate by increasing the accessibility and applicability of
existing beliefs rather than generating new ideas. Many examples of framing, how-
ever, probably result from a combination of learning and framing in which new argu-
ments and beliefs are introduced and made applicable through repetition (Chong &
Druckman, 2010b).

A telling example of the parallels between research on information and framing is
Gilens’s (2001) study, cited above, of the effect of specific policy information on attitudes
toward new prison construction and foreign aid. Gilens found that information about
declining crime rates reduced support for new prison construction. But this information
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could have been framed differently, and there is likely an alternative representation that
would induce a different effect on policy preferences. Imagine how preferences would
be affected if we used the following frame to connect the ideas that prison sentences
have increased and crime rates have declined: “Given that crime rates have declined as
incarceration rates have increased, do you support construction of new prisons?” This
alternative “information” or frame would probably lead people to be more supportive of
building additional prisons. Similarly, instead of pointing out that foreign aid amounts
to less than 1% of federal spending (which increased support for foreign aid in Gilens’s
study), what would happen if this percentage instead were framed as an absolute dollar
amount? Respondents who were told that about $50 billion of the current budget was
devoted to foreign aid may be more likely to feel this was too much spending. These
examples are meant to illustrate that information effects can be as problematic as fram-
ing effects in raising concerns about the reliability of public preferences.

5.4. Motivated Reasoning as a Source of Consistency

It is also instructive to juxtapose motivated reasoning and framing. The problem of
motivated reasoning can be summarized as too little responsiveness to information that
is relevant to the decision. Conversely, the problem of framing is too much responsive-
ness to the description of alternatives. The paradox is that in the framing research, resis-
tance to framing usually is viewed positively (i.e., reflecting well on respondents), while
in the motivated reasoning research, individuals who do not respond to information
generally are evaluated negatively.

The inconsistent treatment of partisan motivations in these two areas of research
highlights the need for a consistent criterion. Linking options to partisan endorse-
ments is an especially effective way to reduce framing effects (Druckman, 2001, p. 248).
Party endorsements provide supplemental cues to respondents about how to choose
consistently between alternative framings of the same policy. As Druckman (2001,
p. 237) writes: “many people have well developed preferences towards parties or other
elites. ... Thus, they are able to make consistent choices and are less susceptible to fram-
ing effects—they simply opt for the alternative endorsed by their party” Partisanship
can diminish the effects of framing, of course, but this may be due mainly to motivated
reasoning. Consistency potentially comes at a cost (cf. Cohen’s findings on party versus
policy) if it reflects only peripheral attention to party cues rather than analysis of infor-
mation. Therefore the source of stability must be considered when evaluating the quality
of decisions made. If people are able to choose consistently with the assistance of a party
cue, they may also be misled by party cues to adopt positions they would not support on
the strength of arguments. Weak arguments could just as easily be bolstered by strong
peripheral cues as are stronger arguments.

Framing is inherently a reflection of ambivalence (Chong & Druckman, 2010; Popkin,
1991; Zaller, 1992). Ambivalence can be resolved (and stability achieved) in different ways,
including reliance on ideological values or partisan cues, online processing, motivated
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reasoning, or rational deliberation. But we should not assume that anything that reduces
framing effects is a positive outcome. It is a separate research question to analyze whether
individuals are making good procedural decisions according to rational criteria.

Stability allows for consistency of preferences, which is a minimal qualification for
rationality. Whether those preferences reflect reliable information and efficient match-
ing of means to ends should also be considered when evaluating the rationality of pref-
erences. In the preceding section, I discussed how strong arguments can prevail over
weak arguments if people engage in deliberate processing of information, but it is not
necessarily the case that either strong arguments or frames are more compelling on sub-
stantive grounds. Their appeal may simply be their ease of comprehension, emotional
resonance, or association with an attractive source. There has been little systematic anal-
ysis of the qualities of frames that make them effective (Petty & Cacioppo, 1986).

I would argue, on normative grounds, that ambivalence is best resolved through rec-
onciliation of competing ideas—aggregation and evaluation of relevant information to
make choices that are instrumentally related to one’s goals. In experiments on framing,
however, only a small subset of people aggregate and balance information received over
time (Chong & Druckman, 2007; 2010). More often, individuals are vulnerable to the
vagaries of the timing and framing of communications because they do not engage in
effortful processing of information.

In closing, it is useful to recall that the earliest framing effects in surveys were unin-
tended. Survey researchers discovered that different phrasings of the question produced
significant differences in the marginal distribution of opinion and sometimes in the
correlations between opinions (Schuman & Presser, 1981). At the time, these framing
effects were blamed on researchers more than on respondents. For example, the prac-
tice of using two-sided questions and bipolar scales is a response to the biases created
by one-sided representations of issues such as acquiescence. When the NES changed
the wording of issue questions to include opposing liberal and conservative positions,
the ideological consistency of people’s attitudes increased significantly (Nie, Verba, &
Petrocik, 1976; Sullivan, Piereson, & Marcus, 1978). Attitudes can also be more reliably
measured using batteries of items rather than single questions. These lessons are discon-
nected from recent discussions of framing, where competition substitutes for balanced
items or attitude scales that present respondents with multiple considerations. In gen-
eral, the same factors, including improvements in measurement, that increase the reli-
ability of attitude reports should also reduce the prevalence of framing effects.

6. CONCLUSION

In everyday life, people assume that others are rational in the sense of having reasons
for their actions that often derive from self-interest. This is an unstated assumption that
guides human interaction. It is not always true, but it is sufficiently valid that people are
able to explain and anticipate the behavior of others. Rationality therefore is the baseline
against which behavior is measured.
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Research in political psychology and behavior is similarly framed by assumptions of
rationality. Rationality is the standard against which we evaluate individual decision-
making. We assess the quality of public opinion and public choice by comparing it
against a normative standard of how people ought to evaluate information, policies, and
candidates. It is desirable that people not only have coherent beliefs and preferences, but
that they hold reasonably accurate perceptions of the world, are open to new informa-
tion, and are able to correctly connect means to their goals in light of these (reasonable)
beliefs. Elster (1990) refers to rational choice as a normative theory first and an explana-
tory theory only when it assumes that people will abide by the normative standard of
rationality.

Decision-making is assumed to be constrained by the economics of informa-
tion: knowledge has value but is costly to obtain. Sometimes the costs are too high and
cannot be justified given the expected benefit of obtaining the knowledge, such as the
cost of gathering detailed information about candidates for election. Much knowledge
is therefore discovered as a byproduct of other activities. People acquire it freely as
part of their routine daily activities—for example, listening to the news while driving
to work—and by relying on sources that share their interests and subsidize costs by
analyzing and distilling information for them. If it is rational to limit one’s attention to
politics, it is also rational to restrict one’s participation to relatively costless activities
such as voting.

The rational choice explanation for voting, of course, is seen as the problem that fal-
sified the theory (Green & Shapiro, 1994). The average individual derives negligible
instrumental benefits from voting because any material policy differences between the
parties are discounted by the almost-zero probability that one’s vote will affect the out-
come of the election (Downs, 1957). The logical deduction from this assumption is that
if voters are concerned only about policy benefits, no one would ever bother to vote
because the cost exceeds the benefit.

For some reason, this deduction has been regarded as significantly more problematic
than the corollary deduction that voters also will have little or no incentive to gather
information. Whereas no analysis of political attitudes and behavior questions the eco-
nomics of information, the calculus of voting is dismissed as false. It is false in the sense
that some people do indeed vote in large-scale elections, but some people also possess
political knowledge, and it is not clear whether even the modest amounts of information
held by the public is too much for a rational actor concerned only with the instrumental
value of knowledge. The kinds of noninstrumental explanations (e.g., politics as recre-
ational or expressive behavior) given for highly knowledgeable citizens have not under-
cut the economic theory of information in the same way that noninstrumental motives
for voting have been seen as fatal to the theory of participation.

The most important lesson from the logic of voting is that citizens will place a low
value on voting and even successful efforts to lower the costs of voting will have only
marginal effects. As Schattschneider (1960) noted a half century ago: “The fact that
something like forty million adult Americans are so unresponsive to the regime that
they do not trouble to vote is the single most truly remarkable fact about it” (p. 99).
What is more, “With some important exceptions, the most striking fact about the
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phenomenon is that it seems to be voluntary” (p. 98). The only countries that experience
extremely high levels of turnout are those that impose penalties for not voting, which
confirms that the value of voting is perceptibly small among many voters.

While the benefits of voting are small, so are the costs. The low cost of voting explains
why small manipulations of subjective perceptions, social pressures, and the salience of
civic norms can push people into the voting booth. A simple knock on the door from a
campaign worker reminding one of Election Day can make a significant difference in
the decisions of many (Gerber & Green, 2000). Politicians have a much greater stake in
the outcome of the election, and they will create incentives and reduce costs to encour-
age higher turnout rates. Field experimental work by Gerber, Green, and colleagues has
established the impact of social pressure on voter turnout, and more fundamentally the
social esteem that is attributed to a person who votes (Gerber, Green, & Larimer, 2008).
These studies indicate that nonpolicy social motivations for voting can be both instru-
mental and self-interested.

If there is general acceptance that rational choice theory is the best explanation for
the limited engagement of citizens, there is much less agreement about the rational-
ity of decisions that citizens make when they pay so little attention to politics. I have
interspersed my review with comments about the inconsistent application of normative
standards in the study of political attitudes. Let me close by briefly bringing together
these observations:

We encountered several instances in which the same findings were interpreted and
evaluated differently depending on whether the focus of research was on framing, infor-
mation processing, updating of beliefs, cues and heuristics, or the stability and consis-
tency of preferences. What is virtuous and desirable in one context is a troubling feature
of decision-making in another context. For example, consider the following competing
claims:

o People exhibit weak attitudes and inconsistent preferences when they are moved
by alternative framings of policy alternatives. Alternatively, people respond
to information rationally by updating their beliefs and adjusting their political
preferences. Is opinion change in response to information different from a framing
effect? Some demonstrations of information effects look suspiciously like a framing
effect, although information effects are judged positively, but framing effects are
judged negatively because they suggest that people have incoherent preferences. In
all likelihood, the psychological processes underlying attitude change in response
to frames and information are the same. If we believe it is desirable for people to be
affected by information, we should consider whether there are parallel conditions
in which people ought to be influenced by framing.

o Party cues are helpful heuristics because they override framing effects and
create consistent preferences on issues. Alternatively, partisan values motivate
biased information processing that reduces the influence of relevant arguments.
Depending on the context, relying on party cues to make decisions can be
interpreted as either undermining or facilitating rational choice. For example,
people exhibit more rationally consistent preferences across alternative frames
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when they rely on party or other endorsement cues to guide their choices. But in
the study of motivated reasoning, partisans maintain stable opinions only because
they irrationally ignore or discount contrary evidence and fail to update their
beliefs.

o The most highly informed individuals are most likely to know their interests and
use information optimally in connecting means to ends. Alternatively, the most
highly informed are most likely to engage in motivated reasoning and to have
distorted beliefs about the state of the world. Because motivated people also tend
to be motivated reasoners, research on the effects of information should not simply
assume that those who have more knowledge are more enlightened about political
issues. The reasoning of highly informed individuals can fall considerably short
of the standards of unbiased information processing. Knowledge can facilitate
motivated reasoning because knowledgeable individuals have readily available
reasons for accepting supportive evidence and rejecting contrary evidence.
Therefore the most informed individuals may not hold optimal preferences if
those preferences stem from false beliefs.

« Information changes policy preferences. Alternatively, more information does not
change preferences because people have access to reliable heuristics. Generally,
I think we prefer to see that substantive information makes a difference in how
people decide. Yet there are two competing normative interpretations of these
alternative conclusions: We are reassured when information matters because it
proves that paying attention to politics can make a difference, even if many citizens
know relatively little. However, if information makes no difference, this may also
be a reassuring result if it indicates that people are able to make the equivalent of
informed decisions with low effort and information.

All political decisions have to be explained and evaluated within the context in which
they are made, as the procedures used to make decisions should be judged differently
when the consequences are either large or small. A recurring theme here is there are no
easy solutions to the low incentives to participate in mass electoral politics. Low moti-
vation encourages limited information acquisition, peripheral processing of evidence,
uncertain and unstable preferences, and motivated reasoning. Politics encourages the
use of heuristics because the nature of interests are disputed and hard to discern, and the
credibility of factual claims often cannot be judged independently of the partisan and
ideological cues attached to them. Although there is evidence consistent with bounded
rationality that increased incentives and motivation can moderate biases and errors in
decision-making, an inherent and inescapable feature of mass democratic politics that
limits individual participation is the diluted value of a single opinion or vote.

NOTES

1. See Elster (1986); Kreps (1990); Little (1991); Rubinstein (1998); Shepsle & Bonchek (1996);
also Redlawsk & Lau, chapter 5, this volume.
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1. INTRODUCTION

JupGMENT and choice are at the core of all politics. Given Easton’s (1953) definition of
politics as the “authoritative allocation of values,” then the study of politics must cer-
tainly involve, as a central organizing theme, how those authoritative allocation deci-
sions are made. Broadly speaking, political decision-making falls into two domains.
One concerns how individual political actors, whether politicians or ordinary citizens,
make political decisions. For the most part this first perspective views decision-mak-
ing as a question of individual psychology: individual preferences, information search,
evaluation, and choice. A second domain considers how the institutions of politics—
the legislative, executive, judicial, and bureaucratic branches of government, as well as
organizations that interact with them—make decisions. All institutions are made up of
individuals, of course, but all institutions also have their own particular ways—laws, tra-
ditions, “standard operating procedures”—for gathering information, aggregating pref-
erences, and taking actions. In many instances, institutional norms and procedures can
override individual decision-making processes. March (1994) tries to capture this dif-
ference in perspectives by asking whether decision-makers are generally seen as autono-
mous actors or as being primarily guided by the “systematic properties of an interacting
ecology” (p. ix).

Without meaning to minimize the importance of institutional factors in politi-
cal decisions, we focus on how individual actors make political decisions. Individual
decision-making has been a primary concern of psychologists and behavioral econo-
mists. In contrast, most economists, sociologists, and organizational theorists study
larger aggregates like institutions and firms. The literatures are largely distinct; both are
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voluminous. For good overviews of research aimed more at the institutional level, the
reader is referred to the many works of March (e.g., 1988; 1994; March & Olson, 1989;
March & Simon, 1958) and the earliest research of Simon (1947). Allison and Zelikow
(1999) do an excellent job of contrasting the two perspectives in the context of the
Cuban Missile Crisis (see also Dyson and ‘t Hart, chapter 13, this volume).

Our goal is to provide a general framework for studying individual decision-making
that applies to both everyday citizens and to political elites. Political elites and common
citizens differ not only in the amount of expertise they typically bring to the decision-
making task, however, but also in the type of decisions they are asked to make. Even so,
the examples and extensions of the basic decision-making framework here will concen-
trate the decision-making of everyday citizens, and in particular on voter decision-mak-
ing. One very important topic of elite decision-making, foreign policy, is the specific
focus of the chapter by Levy in this volume (chapter 10). We develop our framework
within the broader program of behavioral decision theory (Edwards, 1961; Einhorn &
Hogarth, 1981; Hastie & Dawes, 2001) contrasting this psychological approach with
rational choice theory (RCT), which, while generally ignoring much of what we know
about limitations of human cognition, purports to provide “as-if” models of individ-
ual decision-making. Dennis Chong says more about RCT in his chapter in this vol-
ume (chapter 4), where he compares it directly to psychological approaches to political
behavior.

Political scientists rarely differentiate between “judgment” and “decision-making”
The two have often been linked (e.g., Slovic & Lichtenstein, 1971; Billings & Scherer,
1988; Gilovich & Griffin, 2010), and normatively they are equivalent in the sense that
normally a decision-maker should choose an alternative if and only if it is preferred
more than any other. But as Johnson and Russo (1984) argue, “choosing one alterna-
tive from a set can invoke difference psychological processes than judging alterna-
tives which are presumably evaluated one at a time” (p. 549) (emphasis in original).
Judgment involves the evaluation of a single entity along some dimension: how heavy
or light, or bright or dark, an object is (psychophysical judgment); how attractive/
funny/likable/smart some person is (person judgment); how likely some event is to
occur (probabilistic judgment). Judgment thus involves mapping some ambiguous
stimuli onto a perceptual system. The tendency to make judgments is particularly true
of entities—that is, people—in the social world. The chapter by Valentino and Nardis in
this volume (chapter 18) reviews this literature as it applies to perceptions of political
actors.

A decision, in contrast, involves a choice between two or more alternatives: whether
to take drugs, whom to marry, when to retire, which candidate to support in the elec-
tion. Each alternative is associated with a set of beliefs about the outcomes that are
believed to be associated with each alternative, and every outcome must be associated
with a value or preference, although these beliefs and values may well be idiosyncratic
to every decision-maker. But making a choice implies more commitment to the cho-
sen alternative than making a judgment suggests about the judged entity, and may well
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also involve searching for reasons to justify the choice (Slovic, Fischoff, & Lichtenstein,
1982). People make judgments all the time without necessarily “putting those judg-
ments into action.”

Decisions are often treated as if they are nothing more than choosing the most highly
evaluated alternative. This is a mistake, for at least two reasons. First, people (and insti-
tutions) make all sorts of decisions without first globally evaluating the alternatives.
“Spur of the moment” decisions are of this type, as are habitual or “standing” decisions
(Quadrel, Fischhoff, & Davis, 1993), but the problem is much broader than this. If you
knew you were going to die tomorrow, you might think carefully about what your last
meal should be and where to eat it. But most of the time the decision to eat Chinese or
Italian or Mexican food is not made because of any judgment about the quality or tasti-
ness or healthiness of these different cuisines, nor because of any judgment about the
quality of the service or the skill of the chef in any of the nearby restaurants, but rather
because you “feel” like having Chinese tonight. Such decisions may also be generated
from gut responses—that is, emotional drives rather than our active thinking.

We suspect, however, that the vote decision in particular—or any choice between
different people—is rarely made without first forming some global evaluation of the
different candidates for the position, no matter how little information goes into the eval-
uation. So candidate evaluation is intimately involved in the vote choice. But a second
reason that it is wrong to equate judgment and decision-making is that global evalu-
ations, even when they are made, do not necessarily dictate choice. People may vote
“strategically”—that is, choose a less preferred alternative because their most preferred
candidate has no chance of winning (Cox, 1997). People may vote for a candidate they
do not particularly like for some reason largely external to the decision itself (acting
“against my better judgment”), for example to please a parent or girlfriend. Or they may
simply find it a challenge to “vote correctly” (Lau & Redlawsk, 1997). Elsewhere (Lau &
Redlawsk, 2006, chap. 8) we develop this argument in more detail. For now, we will leave
the literature on person (candidate) impression to the chapter by Valentino and Nardis
in this volume (chapter 18) and focus here on processes that generally lead to decisions,
though necessarily we cannot completely ignore judgment in doing so.

The rest of this chapter proceeds by laying out more fully a general framework for
what constitutes a “decision,” a discussion that begins with the classic economic rational
choice approach to decision-making associated with von Neumann and Morgenstern
(1947). This approach has been regularly used as a normative standard against which
particular decisions can be judged. No one who has actually observed decision-mak-
ing believes that RCT provides an accurate description of how decision-makers actu-
ally behave, however, and we will spend more time discussing an approach that takes
accurate description as its primary goal: behavioral decision theory (BDT). BDT takes as
its starting point a very different (and more limited) view of human cognitive abilities
than RCT. Ironically, this more limited starting point provides many more dimensions
along which to study decision-making. Consequently we will spend some time discuss-
ing process tracing methods for studying decision-making. Finally we examine how the
psychological models from BDT have been applied to voter decision-making.
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2. RATIONAL CHOICE, OR ECONOMIC,
THEORIES OF DECISION-MAKING

In its most general form, a decision involves multiple alternatives, beliefs about out-
comes, and values associated with those outcomes. Economists have generally been
concerned with how consumers and firms make decisions. Their earliest theories
were normative in orientation, describing how decision-makers should behave. At
the same time the research seemed also to suggest people could behave in the “ratio-
nal” ways described by the theories. If people failed to meet normative standards, it
was due to errors—biases—that could, given sufficient information and ample learn-
ing opportunities, be overcome with appropriate effort. This standard RCT approach
views humans (homo economicus) as “omniscient calculators” (Lupia, McCubbins, &
Popkin, 2000) or demons (Gigerenzer & Todd, 1999) who can readily perform the
cognitive manipulations required to reach a decision given adequate motivation.
Other social sciences, including social psychology (see Gilovich & Griffin, 2010) and
political science (Downs, 1957) adopted these theories to describe their own types of
decision-making.

Our intent is not to survey the literature in RCT—see Chong’s chapter (chapter 4) in
this volume for a more complete version. But it is important to understand what moti-
vated the development of BDT as a reaction to the excesses in attempting to make RCT
fit what people actually do. The term “rational” has become loaded, and has many differ-
ent meanings (March, 1978; Rubenstein, 1998). But for the most part our interest is in
procedural rationality; has a rational process been followed during information search,
evaluations, and choice? A “rational choice” is one, then, based on relatively fixed pref-
erences and following a logic of consequence, by which current actions are dictated by
anticipation of the value associated with future outcomes (March, 1994). Rational deci-
sion-makers are motivated to maximize their “interests,” although the theory is silent
about what those interests ought to be. This restriction on the meaning of rationality
also draws attention to the fact that RCT does not guarantee that the value-maximizing
outcome will be obtained, only that it is the most likely outcome.

When RCT considers risk, it has an “expected value” framework. Decision-makers
should gather sufficient information about every plausible course of action. Every con-
sequence or outcome associated with each alternative is assumed to have a certain fixed
value for the decision-maker. The value of the outcomes associated with each alterna-
tive, weighted by their expected probability of occurring, are combined in a simple addi-
tive fashion to determine the overall value associated with each alternative. After going
through this process of information gathering and alternative evaluating, decision-
makers choose among alternatives by some value-maximizing process (e.g., choose the
alternative with the greatest expected value; choose the alternative that minimizes the
worst thing that would be associated with every alternative—i.e., minimizes maximum
regret).!
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The most general expectancy-value theory is subjective expected utility (SEU) theory
(von Neumann & Morgenstern, 1947; see also Raiffa, 1968; Hastie & Dawes, 2001). The
concept of “utility” is a clever solution to a very tricky analytic problem. If all outcomes
were easily evaluated in terms of money—say a proposed tax cut that is designed to spur
the economy—it would be a relatively simple matter to compare the desirability of any
two outcomes to each other. But they cannot. Some outcomes have primarily expres-
sive costs and benefits—a peaceful world, greater social equality—that cannot easily be
translated into monetary values. This makes the prospect of comparing two such out-
comes to each other quite daunting. The problem is one of incommensurability—the
inability to directly compare the various outcomes. And the clever solution of subjec-
tive expected utility theory is to use the hypothetical concept of subjective “utility” into
which all costs and benefits can be translated. With this assumption, all values (i.e., utili-
ties) become commensurable, and an expected value analysis can proceed.

But would anyone actually do this? Rationally, a decision-maker must seek out all
relevant information (with “relevance” usually defined subjectively as anything the deci-
sion-maker cares about). Even assuming he has a “utility register” in his brain that can
easily assign utilities to different outcomes, once there are more than a few outcomes to
keep in mind, each weighed by some subjective probability of occurring, keeping track
of the calculations becomes quite challenging.

Many RCT models, most notably Downs (1957), consider the cost of gathering infor-
mation as a means of limiting the burdens on the decision-maker. Such models can be
viewed as “optimization under constraints.” New information should be gathered until
the marginal costs of additional information exceed the marginal returns from that
information. Although considering information costs seems at first glance a plausible
way of limiting cognitive effort, in fact any stopping rule actually takes more cognitive
effort to employ (Gigerenzer & Todd, 1999; Vriend, 1996). In practical terms, informa-
tion search—data gathering—is probably the most effortful and influential aspect of
decision-making, yet it is outside the realm of most RCT models.

There are two issues here, one concerning ability, the second concerning motivation.
Is it possible for the unaided decision-maker to craft anything but the simplest decisions
in the manner directed by the rational choice approach? Given the number of computa-
tions involved, and the limitations of working memory (see below), the answer must
be no. Give that same person a pencil and paper, however, and the answer is probably
yes—for the most part the computational demands are within reason, and the memory
problem can be overcome by simply making lists of pluses and minuses associated with
any alternative.

But would many decision-makers go to all this effort to make a decision? Here the
issue of motivation arises, and it is a serious challenge to RCT. Citizens could, probably,
follow most of the dictates of subjective expected utility theory for arriving at a good
decision about which candidate to support in an election—but why would they bother?
It is a lot of work to learn everything there is to know about the competing candidates.
According to the theory, it is only rational for someone to expend all of this effort if the
expected value of making the correct vote choice is greater than the cost of all of this
information gathering and computation. A serious conundrum in RCT is the problem
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of stopping information search. How can anyone know if the cost of the next piece of
information exceeds its value? As best as we can tell, RCT is silent on this question, but it
is a point made explicit by Gigerenzer and colleagues (1999), as we describe below.

It is important to realize that we are not just trading off the greater expected utility
of, say, Roger Republican winning rather than Debra Democrat, against the informa-
tion gathering and computation costs that it takes to figure out which candidate to sup-
port. That utility could be substantial. But it must be weighed against the probability
that one vote will determine the outcome of the election—and that probability is, for
all practical purposes, nil. In other words, even if the difference in utilities associated
with either candidate’s victory is quite large, everyone is still going to receive that utility
irrespective of how they vote. This is another example of the collective-action problem.
Figuring out which candidate to vote for—indeed, going to the polls at all—is, accord-
ing to RCT, an irrational activity. This argument can be pushed further, but the only
way “rationality” can be saved is by adopting the economist’s notion of “revealed pref-
erences’: because people do vote, we know the utility of voting must be greater than
the costs. Thus notions like fulfilling one’s “civic duty” are given great utility (Riker &
Ordeshook, 1968). Unfortunately, this “solution” quickly makes the entire approach
tautological.?

That so many people nonetheless do bother to vote suggests either that many people
are irrational or that RCT is somehow flawed. The flaw, we think, is not in assuming that
people want to be rational, but in pretending that people actually make decisions this way.
March (1994) captures this perfectly when he asks if “decision-makers pursue a logic of
consequence, making choices among alternatives by evaluating their consequences in
terms of prior preferences” (p. viii). A “logic of consequence” simply does not describe
how people make the vast majority of the decisions they make in all aspects of their lives,
including (but certainly not restricted to) politics.

The subjective expected utility approach should not be applied as a behavioral descrip-
tion of how people (or organizations) actually make decisions. But this limitation does
not eliminate the most attractive aspects of the perspective; its strong normative compo-
nent and great “theoretical utility” in allowing researchers to make predictions of many
types of behavior, particularly in the aggregate when individual stochastic deviations
from rationality cancel out. If a decision-maker were to follow the dictates of RCT, she
would be assured that she would likely make what is, for her, the “best” decision. Given
certain reasonable (but not indisputable) assumptions, such as maximizing the interests
of the most people, the rationality of individual decision-making can also be “aggre-
gated up” to make normative judgments about institutional arrangements for decision-
making (see Jones, 1994).

3. BEHAVIORAL DECISION THEORY

In contrast to the normative focus of RCT, BDT takes as its primary goal describ-
ing, and thus understanding, how people actually make decisions. Every study of



136 THEORETICAL APPROACHES

decision-making in the real world has shown that rarely are all alternatives known, all
outcomes considered, or all values evoked simultaneously. People generally settle for
alternatives that are “good enough” rather than value maximizing. Named by Edwards
(1961), BDT begins with the view of humans as limited information processors, with
neither the motivation nor the ability to make the sort of “consequential” calcula-
tions described by rational choice (Anderson, 1983; Gilovich & Griffin, 2010; Hastie &
Dawes, 2001; Simon, 1979; 1990; 1995). The term “cognitive miser” was once popular to
represent this view (Taylor, 1981), but that term is misleading in that it suggests a con-
scious hoarding of cognitive resources, which is simply inaccurate. “Bounded rational-
ity,” coined by Simon (1947, 1957) is a better term to characterize human cognition.

3.1. Cognitive Limits on Rationality

But what, exactly, are the bounds on information processing? Bounded rationality is
thoroughly described in Chong’s chapter in this volume (chapter 4), but let us highlight
where some of the limits on omniscience occur and are very clear. We can categorize
them as limitations on processing and limitations on retrieval. Processing limitations
begin with our sense organs. Except perhaps for mothers, human beings do not have
eyes in the back of their heads nor ears that can hear distant conversations. Even limit-
ing consideration to sights that are somehow before our eyes and sounds that are nearby,
there is usually more in our visual and auditory fields than can be processed because all
incoming stimuli must pass through “short-term” or “working” memory, which has a
very limited capacity (of approximately 7, + 2, bits of information; Miller, 1956). This
attention bottleneck is in practice the most important “bound” on classic rationality. As
a consequence, attention and factors that influence it are crucially important to infor-
mation processing. The limits on working memory also dictate that most information
processing will occur serially, one goal at a time.

Now, if an incoming stimulus is processed by working memory—and again, that is
a big if—it can be more or less permanently stored in long-term memory. Long-term
memory is usually envisioned as an associative network of nodes and the connections
between them that for all practical purposes has an unlimited capacity. Retrieval from
long-term memory, on the other hand, is far from perfect, and is a function of how the
initial stimulus was processed (that is, what was associated with it), preexisting memory
structures (schemas) related to it, the frequency and recency of exposure to the same
stimulus (which influences the strength of the connections between nodes), and so
on (Anderson, 1983; Simon, 1957, 1979). Limits on memory retrieval mean that one
of the fundamental assumptions of rational decision-making, that people have pre-
existing preferences for outcomes, and that they are relatively fixed and immediately
available, is frequently not going to be the case (Zaller & Feldman, 1992). Together,
these cognitive limitations make the omniscient calculator of homo economicus an
unapproachable ideal.
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3.2. So, How Do People Cope?

We assert that people want to make good decisions—they just generally cannot do so
in the ideal manner described by RCT. So human beings have developed mechanisms,
or rules, to deal with information overload. These mechanisms are typically employed
automatically without conscious forethought. Most are quite general and have ramifica-
tions for many aspects of human life. For example, categorization or grouping seems to
be a basic property of human perception, such that when a new stimulus is perceived,
the first thing people try to do is categorize the stimulus as another instance of some
familiar group (Rosch, 1978). Category-based (or schema-based) processing is cogni-
tively efficient because once a stimulus is perceived as another instance of some preexist-
ing category, the details of the new stimulus can be largely ignored and “default values”
associated with the category can be assumed to hold. Conover and Feldman (1989) and
Lodge (Hamill, Lodge, & Blake, 1985; Lodge & Hamill, 1986) provide many political
examples of such processing.

Decision-makers seem to simplify their task in at least three fundamental
ways: decomposition, editing, and heuristic use.

o Decomposition means breaking a decision down into component parts, each
of which is presumably easier to evaluate than the entire decision. Problem
decomposition is closely related to the specialization and division of labor that is
essential in any successful organization.

o Editing refers to eliminating (i.e., ignoring) relevant aspects of a decision. Voters
might simplify their task by restricting attention to familiar candidates, effectively
removing one or more alternatives from the choice set. “Single issue voters”
limit the number of “outcomes” associated with each candidate to a manageable
number, thus also largely avoiding the need to resolve goal conflicts. A decision-
maker could simply count the number of pluses and minuses associated with
each alternative rather than trying to weight them by importance or devise an
evaluative scale with more than two levels. All of these editing procedures would
greatly simplify any decision.

o Heuristics are problem-solving strategies (often employed automatically or
unconsciously) that serve to “keep the information processing demands of the task
within bounds” (Abelson & Levi, 1985, p. 255). They are cognitive shortcuts, rules
of thumb for making certain judgments or inferences that are useful in decision-
making. Their key attribute is that heuristics reduce the need for the complete
search for alternatives and their consequences dictated by RCT.

These three very general simplification mechanisms are applied to many different types
of decisions by all types of people. We can adopt an evolutionary perspective and con-
clude that they must, in general, “work,” in the sense of producing choices that are, if not
optimal, at least “good enough” most of the time to encourage their reproduction—and
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rarely bad enough to lead to extinction (Simon, 1957; also see Gigerenzer & Todd, 1999
for development of this argument).

Nonetheless, it is important to recognize that all three of these mechanisms can at
times lead to poor decisions. Decomposition, for example, can lead to very embarrass-
ing results when the components of a decision are treated as independent when in fact
they are not. A candidate who stresses one set of policies in personal appearances and
another set of policies in political advertisements at best puts forth a very diffuse and
unfocused message and at worst can be caught espousing contradictory policies. Editing
can lead to poor decisions when the ignored aspects of the decision would result, cumu-
latively, in a new preference order across alternatives if those ignored aspects had been
considered. And heuristics can lead to systematic biases when the reason the heuristic
is generally effective (e.g., more frequent occurrences really are easier to recall; numeri-
cal anchors provided by the decision context usually are reasonable) is not true in some
particular instance (see Lau & Redlawsk, 2001a).

While editing in particular would seem to align nicely with processes described by
political scientists such as single-issue voting, there has been little research into the first
two mechanisms, while a large literature has developed about heuristics and their role
in decision-making. This literature takes two directions. In one, exemplified by the heu-
ristics and biases program of Kahneman & Tversky (1973; 1984; Tversky & Kahneman,
1973; 1974; 1981; 1986; 1992), heuristics lead to bias—failures of rational decision-
making. The use of heuristics is not so much adaptive as something to be minimized, in
order to make better decisions.

Gilovich and Griffin (2010) see Tversky and Kahneman’s research as arising out of a
“guiding evolutionary principle...that existing processes in perceptional analysis were
co-opted as tools for higher level cognitive processing” (p. 545). Heuristics that might
have been adaptive in pretechnological environments can lead to bias in the complex
environment of modern society. Tversky and Kahneman (1974) identify three common
cognitive heuristics employed in lieu of detailed information gathering and analysis.
While allowing decision-makers to simplify complex judgments by focusing on a small
subset of all possible information, they come with the likely cost of failing to maximize
utility. These heuristics include availability—judging frequency, probability, and cau-
sality by how accessible or available concrete examples are in memory, or how easy it is
to generate a plausible scenario; representativeness—assigning specific instances to spe-
cific categories (stereotypes, schemata) according to how well the specific instance fits
the essential properties of one category rather than another; and anchoring and adjust-
ment—forming a tentative response first and then adjusting by reviewing relevant data.
These processes are ubiquitous; the problem is how to make good decisions in spite of
them. The overarching conclusion of this program of research is that in the end deci-
sion-makers do cope with their cognitive limits by using heuristics, but using these heu-
ristics results—most often—in a lower-quality decision than if a fully rational process
had been used.

The heuristics and biases program examines the limits of rational decision-making
while arguing that utility maximizing is the normative standard against which decisions
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should be tested. But earlier work by Simon (1957) rejects this normative criterion for
a standard of bounded rationality through satisficing. Decision-makers can cope with
their cognitive limits and make “rational” decisions if we loosen the definition to be
“good enough” rather than maximizing. Satisficing assumes that decision-makers set
aspiration levels for every attribute of judgment about which they care, and consider
alternatives one at a time in random order, continuing to search until an alternative is
discovered that meets or exceeds the aspiration level for every criterion. Search then
stops and this alternative is chosen. If no such alternative is found, aspiration levels
are lowered and the process repeated until an alternative that “satisfies” all criteria is
found. Satisficing involves relatively simple cognitive processes. An alternative is sought
that is satisfactory on every criterion of judgment, without comparing the alternatives
to each other. Indeed, some alternatives may be totally ignored, and there is no guar-
antee that anything approaching the “best” alternative will be selected. Obviously the
order in which alternatives are considered can completely determine which alternative
is selected.

Satisficing provides a framework for the second perspective on the role of heuris-
tics, the “adaptive toolbox” of Gigerenzer and his colleagues (1999; 2008). Their “fast
and frugal” heuristics build on Simon’s insight that decision-making operates within
the interaction between an organism’s cognitive limits and the environment in which it
exists. They posit an “ecological rationality” where fast and frugal heuristics are an even
more efficient and effective decision-making approach than satisficing. A satisficer, in
effect, edits the decision environment, deciding to choose the alternative that is good
enough. As long as good enough is good enough to survive, there is no reason to maxi-
mize. But this process still takes more cognitive effort than any of a number of fast and
frugal heuristics that can be consciously adapted as needed based on the context of the
decision to be made.

Thus Gigerenzer and his colleagues take a different approach to the study of heuristics,
viewing them as adaptive mechanisms—rules of thumb—that can be fruitfully used in
the modern world. There are a number of these “simple heuristics” of which satisficing
is but one, though it is the most complicated one. Much easier is applying an ignorance-
based heuristic like recognition, which draws from our innate ability to recognize a cue
from experience and to apply it quickly and effectively. Additional heuristics in the adap-
tive toolbox include a series of “one-reason” heuristics, such as “Take the Best,” which
posits simply using the most accessible or apparently relevant information to make
a quick decision. Take the Best includes rules for information search, stopping search,
and making a choice, and thus is also more comprehensive than standard RCT models,
which have a hard time explaining how and when information search stops. An applica-
tion of Take the Best by Graefe and Armstrong (2010) found that identifying what voters
consider the “most important problem” in polls, and assuming they use that one issue to
determine their preferred candidate—that is, they “take the best” candidate on this one
issue—results in a model that predicts election outcomes as well as econometric models.

While there are other fast and frugal heuristics, the point here is that decision-mak-
ers can rely on multiple heuristics adaptable to particular decision environments. With
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ecological rationality, a decision’s “rationality” is based not on cost-benefit analysis and
complicated information search, but on how well the decision fits with the environmen-
tal structure in which it is made.

We can make sense of many of the diverse findings of BDT by suggesting that deci-
sion-makers are generally guided by two competing goals: (1) the desire to make a good
decision; and (2) the desire to reach a decision with the minimal cognitive effort (see,
for example, Lau & Redlawsk, 2006; Payne, Bettman, & Johnson, 1993). This leads to
another important distinction between RCT and BDT. RCT focuses attention on the
structure or elements of a decision—the multiple alternatives and the value of the differ-
ent outcomes that are associated, with some probability, with each alternative. BDT, in
contrast, is much more likely to be concerned with the dynamic processes of how deci-
sions are made, focusing on information search and strategies for making choices. The
underlying assumption of much of this research is that the best way to study decision-
making is to observe it while the decision is being made (Abelson & Levi, 1985).

4. UNDERSTANDING DECISION STRATEGIES

Behavioral decision researchers have developed several process tracing methodolo-
gies for studying decisions “while they happen,” including verbal protocols (Ericsson
& Simon, 1984) where decision makers talk out loud as they make their choices. But by
far the most popular methodology is the information board (Carroll & Johnson, 1990).
If studying verbal protocols resembles eavesdropping on a decision as it is being made,
information boards are more like voyeurism. Information boards generally present sub-
jects with some sort of matrix where the alternatives under consideration are placed
in columns and the different attributes of choice (that is, the outcomes associated with
every alternative) are the rows. The actual information is hidden from view, and deci-
sion-makers must actively decide to learn any specific bit of information by choosing a
particular cell of the matrix. Every action the decision-maker takes is recorded, so that
at the end there is a complete record of what the decision-maker accessed, how long
every bit of information was considered, and the order in which it was examined.
Process tracing lets the researcher see the decision strategies that people use. A deci-
sion strategy is a set of mental and physical operations employed in reaching a decision.
It includes identifying alternatives, searching for information about the possible out-
comes associated with each alternative, making probabilistic judgments about the likeli-
hood of those different outcomes, searching through memory to determine how much
each of those outcomes is valued and how important it is in this particular context, and
so on. A decision strategy also includes a method for choosing among the alternatives.
Elsewhere (Lau & Redlawsk, 2006) we have described decision strategies in detail; here
we will just quickly summarize. BDT researchers have identified a number of differ-
ent decision strategies that differ in terms of how cognitively difficult they are to use,
how much of the available information they consider, and their likelihood of reaching a
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“best” decision. We will refer to strategies that employ all available information as deci-
sion rules and those that ignore some information as decision heuristics.

4.1. Categorizing Decision Strategies

Decision strategies are typically categorized in the literature by the extent to which they
confront or avoid conflict (Billings & Marcus, 1983; Ford etal., 1989). When one alterna-
tive is preferred on one dimension of judgment but a different alternative is preferred on
another dimension, the potential for value conflict or trade-offs exists.> Compensatory
strategies are cognitively complex information integration rules where decision-makers
are assumed to assign a value to every attribute associated with each alternative. Some
of those values can be positive and others negative, but when they are combined into
an overall evaluation or decision, a positive value on one dimension can compensate
for or trade off against a negative value on another dimension. Different compensatory
strategies vary on the extent to which information is weighted and whether outcome
importance or probability is considered, but they are all based on full information, that
is, the decision-maker includes all relevant attributes and outcomes for all relevant
alternatives.

Noncompensatory strategies rely on incomplete information search to avoid con-
flicts. Negative values on one attribute or possible outcome cannot trade off against
positive values on another attribute or outcome; instead, alternatives are eliminated
once negative information is encountered, or some attributes are simply ignored.
Incommensurability is not a problem. A great deal of research has shown that most
decision-makers, most of the time, try to avoid value trade-offs (Hogarth, 1987). But
this avoidance has a cost: potentially fewer value-maximizing decisions. Some non-
compensatory strategies rely on considering only a limited subset of attributes for all
alternatives, while others focus on a subset of alternatives. If decision-makers use com-
pensatory strategies, process tracing will show reasonably equal information search
across alternatives and attributes. But if the cognitively limited decision-maker uses
heuristics and other simplifying strategies, this will appear as imbalanced search, with
some alternative and attributes receiving more attention than others, suggesting a non-
compensatory strategy is in use.

Where some compensatory strategies—particularly the expected utility (EU) rule—
map onto RCT in its full-blown mode, others are more akin to boundedly rational
search. While all compensatory strategies require full information search, some sim-
plifying heuristics may still be used, including assuming weights/probabilities are 1.0
for each attribute (EqW; Hastie & Dawes, 2001; Einhorn & Hogarth, 1975), limiting the
evaluation to the frequency of good and bad features (FreqGB; Alba & Marmorstein,
1987), or comparing alternatives one attribute at a time, calculating the differences
between each and summarizing (AddDif rule). In a simplified version of AddDif, the
majority of confirming dimensions heuristic (MCD), alternatives are compared pair-
wise on every dimension, but only to judge which is preferred, and then to keep the
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winning (or confirming) alternative to compare to another until all alternatives have
been considered.

Described earlier, Simon’s satisficing heuristic was the first and most famous non-
compensatory strategy identified (SAT; Simon, 1957). Satisficers are looking to meet
an aspiration level and take the first alternative they run across that meets that level.
The lexicographic heuristic (LEX) considers the value of every alternative on the most
important attribute of judgment and selects the alternative with the highest value
(Tversky, 1969). If two or more alternatives are tied, those alternatives are compared on
the second most important attribute, and so on, until only one remains. A third non-
compensatory strategy is the elimination-by-aspects heuristic (EBA; Tversky, 1972),
which combines satisficing and lexicographic strategies and is generally simpler than
both of them. As with LEX, decision-makers rank the attributes of judgment in terms of
importance, and consider the most important first. As with SAT, decision-makers have
an aspiration level for every attribute. Alternatives are eliminated if they do not meet
or exceed the aspiration level of each attribute; attributes are examined in decreasing
order of importance until only one alternative remains. Like SAT and LEX, EBA avoids
conflicts by eliminating alternatives before conflicts occur. (For an application of one
form of EBA heuristic to decision-making in foreign policy, see Jack Levy’s discussion of
“poliheurisitc theory” in chapter 10 in this volume.)

The preceding descriptions of different decision strategies are idealized accounts, of
course, and would rarely be observed in such pure states. One may well ask, then, how
do we tell which strategy a decision-maker is using? A very important finding of BDT
research is that different patterns of information acquisition clearly reflect distinguish-
able choice strategies. Thus a key to understanding any decision is observing how people
acquire information, because this in turn sheds light on the decision rules or heuristics
that people follow in making their choice.

4.2. Measures of Information Search

Information boards provide a large amount of detailed information about the pro-
cess of decision-making, particularly information search. Since decision-makers are
cognitively limited and will almost certainly make any complex decision without
full information, the order of information acquisition can be crucially important.
It should be obvious that how much information is obtained can influence choice.
Somewhat less obviously, even controlling on amount of information, how informa-
tion comes to a decision-maker can also influence choice. As summarized in table 5.1,
each of the decision strategies specifies a particular depth and order of information
search.

Consider first the depth of information search. Rationally, all relevant information
about every alternative should be obtained. With information boards it is easy to calcu-
late the proportion of all alternatives, all attributes, and all possible information about
every alternative that is considered, and so on—all reasonable measures of the depth of
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Table 5.1 Characteristics of Different Decision Strategies

Depth of  Variance Sequence of Cognitive
Decision rule Type search of search search effort

Weighted Additive Rule Compensatory Very Deep Equal Alternative-  Very High

(WAdd) or Expected Utility Based
Rule (EU)
Equal Weights Heuristic Compensatory Deep Equal Alternative-  Moderately
(EqW) Based High
Frequency of Good and Bad Compensatory Deep Equal Alternative- Moderate
Features Heuristic (FreqGB) Based
Additive Difference Rule Compensatory Very Deep Equal Attribute- Very High
(AddDif) Based
Majority Confirming Compensatory Deep Equal Attribute- Moderately
Dimensions Heuristic (MCD) Based High
Satisficing Heuristic (SAT) Noncompensatory Depends: Generally Alternative- Moderately
Shallow to Unequal Based Low
Deep
Lexicographic Noncompensatory Generally Generally Attribute- Moderately
Heuristic (LEX) Shallow  Unequal Based Low
Elimination-by-Aspects Noncompensatory Generally Generally Attribute- Low
Heuristic (EBA) Shallow  Unequal Based

information search. Compensatory decision strategies assume that all relevant informa-
tion about every alternative will be considered, and thus search will be relatively deep.
Each of the noncompensatory strategies allows for much shallower search, although the
choice set and aspiration levels could be such that all information ends up being consid-
ered before a satisfactory alternative is found, or all but one alternative eliminated.

We can also consider the sequence of information acquisition. Irrespective of how
much information is gathered, the search sequence can be relatively ordered, or largely
haphazard. Using an information board sequence can be studied formally with a “transi-
tion analysis” (Jacoby, Chestnut, Weigl, & Fischer, 1976). Ordered search is of two types,
as follows.

o With alternative-based search (more formally, intra-alternative, interattribute),
sometimes also called holistic search, decision-makers consider the different
alternatives sequentially. A voter following this search strategy would learn
about the issue stands, political experience, personal values, and whatever else
he considered important about one candidate in an election, before trying to
learn the same information about a second candidate, and so on, until all of the
competing candidates are explored. WAdd, EU, EqW, FreqGB, and SAT all assume
alternative-based searching.
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o With attribute-based search (intra-attribute, interalternative), sometimes also
called dimensional search, a decision-maker chooses one attribute for consideration
and compares the values of all competing candidates on that issue, before turning
to another attribute and comparing all of the competing alternatives on it. AddDif,
MCD, LEX, and EBA all assume attribute-based searching.

Haphazard search, then, is everything else—interattribute, interalternative transitions.*

Most research using information boards focuses on the relative proportion of alterna-
tive-based to attribute-based search, with the latter usually considered cognitively easier
(Russo & Dosher, 1983; Rahn, 1993). But either type of ordered search must be much
simpler, cognitively, than haphazard search. When information acquisition is com-
pletely under the decision-maker’s control, as it is with information boards, the great
majority of all transitions are ordered (Jacoby, Jaccard, Kuss, Troutman, & Mazursky,
1987), reflecting the decision-maker’s overriding goal of minimizing cognitive effort.
Ordered information can be processed and stored more efficiently, aiding decision-
making. When information acquisition is not entirely controllable, however—as with,
we would argue—an election, the sequence in which information becomes available,
the structure of information in the environment, and the decision-maker’s ability to at
least partially restructure that sequence in some coherent manner can have important
effects on decision-making, even changing preferences among alternatives (Tversky &
Sattath, 1979).

A third measure is the variance of information search across alternatives.
Compensatory strategies all assume that the same information should be considered
for every alternative, while noncompensatory strategies allow for unequal search across
alternatives. Thus the within-subject variance in the amount of information consid-
ered about each alternative is another way to distinguish between choice strategies.
Compensatory strategies dictate equal variance, while noncompensatory strategies
allow for unequal search. Variance measures are particularly useful in distinguishing
between decision strategies when task constraints (e.g., time) make it impossible for all
information to be considered.

Comparable alternatives are those about which the same attribute information is
known, as is always possible with a standard information board. Noncomparable alter-
natives, on the other hand, are those with at least some attributes that are unique to
each alternative (Johnson, 1986). Alternatives can be inherently noncomparable—guns
versus butter, say—or de facto noncomparable because information about some alter-
natives exists but is unknown to the decision-maker. Rationally, information that is
available about some but not all alternatives should be ignored in making a choice—but
we suspect it rarely is. Instead, people use what information they have and whenever
possible make category-based inferences about the missing information. More gener-
ally, however, the possibility (probability, in most instances) of incomplete search of
available information means that virtually any decision may involve noncomparable
alternatives.
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5. DETERMINANTS OF CHOICE
STRATEGIES: DECIDING How TO DECIDE

Having described a number of different decision strategies, and means of determining
when a particular strategy is being employed, it is worth asking whether these strate-
gies are available to and used by almost everyone, or if instead different people tend to
specialize in the use of one or another strategy, employing it across different types of
decisions. Asked differently, are there some people who tend to be very rational and
methodical in their decision-making, while others typically employ more intuitive and
heuristic-based decision strategies? The broad answer is that there is little evidence for
systematic individual differences in use of these different strategies. Instead, almost all
people seem to have available a wide variety of different decision strategies that they can
and do employ in making decisions. Choice of decision strategy seems to be highly con-
tingent on the nature of the decision task (Payne et al., 1993, Lau & Redlawsk, 2006).
Hence BDT research, rather than searching for individual differences in decision-
making, has instead focused on contextual factors that make it more likely that one or
another strategy will be employed.

One very important set of factors involves the complexity or size of the decision task.
Task complexity is usually defined in terms of the number of alternatives under consid-
eration and the number of different attributes across which they vary; the more complex
the task, the more reliance on simplifying decision heuristics. This is true for both varia-
tion in the number of alternatives (Lau & Redlawsk, 2001b) and the number of attri-
butes under consideration (Keller & Staelin, 1987), although the former seems to have
much more consistent effects than the latter. Generally speaking, decision-makers rely
on noncompensatory decision strategies when there are more than two alternatives, but
they may use compensatory strategies if there are only two alternatives Tversky, 1972).

There are additional factors that can affect the difficulty of the choice facing deci-
sion-makers, holding task size constant. One is time pressure, which may shift a deci-
sion-maker’s goals from accuracy to efficiency. Thus decision-makers faced with time
pressure—say the deadline of Election Day—may accelerate processing (that is, work
faster); reduce the amount of information considered, focusing on the most important
factors; or change decision strategies, shifting from a compensatory to a noncompensa-
tory strategy (Holsti, 1989; Payne, Bettman, & Johnson, 1988; see also Dyson and ‘t Hart,
chapter 13, this volume). Another factor that affects task complexity is the similarity of
the alternatives to each other. When alternatives are very dissimilar, it is relatively easy
to distinguish between them and choose the best one. A noncompensatory choice strat-
egy might very well lead to a different choice than a compensatory strategy, however.
When alternatives are relatively similar to each other, it is much more difficult to find the
best alternative (Lau & Redlawsk, 2001a). Depth of search should increase (Bockenholt,
Albert, Aschenbrenner, & Schmalhofer, 1991), and decision-makers may be more likely
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to employ a compensatory decision strategy. Decision-makers may also infer that when
a decision is difficult, the alternatives must be relatively equally attractive, while in an
easy decision they must be far apart (Liberman & Forster, 2006). Of course, it usually
doesn’t matter very much if one picks the second- or third-best alternative if they are all
very similar to each other.

The more important the decision is to the decision-maker, the more she will be moti-
vated by decision accuracy rather than decision ease, and the greater will be the effort
expended in making the decision (Payne et al., 1993). Thus information search should
be deeper, and compensatory decision strategies will be more likely to be employed
(Lindberg, Garling, & Montgomery, 1989). This reasoning assumes that deeper infor-
mation search leads to better decisions, a conclusion that is easy to reach granted
omniscient rationality and demonic abilities, but may not actually hold for limited
information processors. Indeed, we (Lau & Redlawsk, 2006) as well as Gigerenzer &
Goldstein (1999; Czerlinski, Gigerenzer, & Goldstein, 1999) have demonstrated at
least some instances when additional information actually results in lower-quality
judgments.

Variations in how information is displayed or becomes available are also known to
affect decision-making. Information rarely becomes available in an orderly, controllable
manner, especially in the context of political decisions. If information is obtained about
alternatives sequentially, the decision-maker has little choice but to engage in alterna-
tive-based decision strategies, while simultaneous acquisition of information about
multiple alternatives makes attribute-based search possible (Tversky, 1969). More subtle
variations of information display can also make alternative-based or attribute-based
processing more likely (e.g., Herstein, 1981) and even determine whether particular
information is utilized at all (Russo, 1977). During an election campaign, watching a
rally, speech, or party convention for a single candidate provides primarily alternative-
based information; a political debate, on the other hand, provides largely attribute-based
information (Rahn, Aldrich, & Borgida, 1994). The completeness of the information—
that is, whether the same information is available about every alternative—determines
whether inferences about the missing data are necessary (Ford & Smith, 1987) but can
also influence whether information “outside of the box” is even considered in making
the decision.

6. STUDYING THE VOTE DECISION: DYNAMIC
PROCESS TRACING

When political scientists attempt to understand individual vote decisions, they typically
turn to the sample survey as their methodology of choice (e.g., Campbell, Converse,
Miller, & Stokes, 1960; Fiorina, 1981; Lazarsfeld, Berelson, & Gaudet, 1944; Miller &
Shanks, 1996; Nie, Verba, & Petrocik, 1976). Surveys do an excellent job of recording
what decision was made (e.g., Are you going to vote in the upcoming election? Which
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candidate do you support?), but they are a poor vehicle for studying how that decision
was reached. Surveys usually ask about opinions or decisions that were reached some
time in the past, and thus the information provided is based on respondents’ memories.
Moreover, the reasons people provide for why they might vote for or against a candidate
are often justifications of a decision already reached rather than a veridical represen-
tation of the information that went into that decision (Lau, 1982; Rahn, Krosnick, &
Breuning, 1994; Civettini & Redlawsk, 2009). And it may be that voters keep an “online
tally” or summary evaluation of familiar candidates in their heads, which they update
whenever new information is encountered, but often forget the details of that new infor-
mation (Lodge, McGraw, & Stroh, 1989; Lodge, Steenbergen, & Brau, 1995; but see
Redlawsk, 2001; Lau & Redlawsk, 2006 for the role memory plays in choice). Memory,
then, usually provides a poor trace of how a decision was reached.

More recently, political scientists have turned to experiments—laboratory, field, and
survey based—to better address the causal questions raised in voter decision-making.
Our particular approach has been to use process-tracing experiments. Studies of vot-
ing using the standard information board we described above have provided some
insights (Herstein, 1981; Riggle & Johnson, 1996; Huang, 2000; Huang & Price, 2001).
Yet this standard information board provides a poor analog to a political campaign
since the decision-maker can access any information any time he wants. Campaigns,
though, have a dynamic quality about them such that information easily available today
might be harder to find tomorrow. All information on a standard board is equally easy
to access, while in a political campaign certain types of information (e.g., hoopla and
horse race) are typically easier to find than others (e.g., detailed issue stands). Decision-
makers must actively choose to learn about the alternatives with a standard information
board, but much information during political campaigns (e.g., political commercials)
comes without any active effort by the decision-maker to learn that information. And,
most important, decision-making with an information board is far too “manageable,”
too controllable, too easy; while during a typical high-level political campaign (e.g.,
presidential elections and many statewide races), voters can be overwhelmed by far
more information than they can possibly process. This latter point may be even truer in
the age of the Internet and information overload. In many ways the static information
board represents an ideal world for decision-making that can be contrasted to an actual
political campaign.

The trade-offs between internal and external validity with any methodology are
well known. We have sought a middle ground for studying the vote decision, trying
to devise a more ecologically valid research technique that would approximates the
realities of modern political campaigns while still providing the experimental control
and detailed evidence on information search that is available from a traditional infor-
mation board (Lau, 1995; Lau & Redlawsk, 2006). To accomplish these goals we have
designed a dynamic process-tracing environment (DPTE), retaining the most essen-
tial features of the standard information board while creating a better analog of an
actual political campaign.® DPTE has the information boxes scroll down a computer
screen rather than sitting in a fixed location (see Redlawsk, 2004; Lau & Redlawsk,
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2006; Redlawsk & Lau, 2009 for details). If a standard information board is artificial
because it is static and too “manageable,” DPTE potentially overwhelms participants
(voters) with information. If the static board is unrealistic by making all information
available all the time, we mimic the ongoing flow of information during a campaign
with the scrolling, where information available today might be much harder to find
tomorrow. If the standard information board is artificial because all types of informa-
tion are equally available, DPTE realistically models the relative ease or difficulty of
learning different types of information during a campaign. And if a standard informa-
tion board only allows for information actively accessed by the decision-makers, we
provide voters with a good deal of relevant information “free of charge” in the form
of campaign advertisements that occasionally take over the computer screen without
any active decision on the voter’s part to learn that information. Our research pro-
gram aims to discover which of the various findings of the BDT literature apply to vot-
ing during political campaigns.

We have used DPTE to examine cognitive heuristics and other aspects of “low
information rationality” that are common explanations for how people make pretty
good decisions without a lot of cognitive effort, and without gathering an inordinate
amount of information (Lau & Redlawsk, 2001a; 2006). We have also been explicit in
recognizing that a vote decision, made in the context of an election campaign where
voters know they must ultimately make a choice, is in important ways different from
the process of making a judgment or forming an evaluation (such as of an incumbent
president’s job performance), even though it is common to treat the two as essentially
identical.

We disagree. If voters are motivated by the desire to make good decisions and the
desire to make easy decisions, storing in memory nothing more about the candidates
than summary evaluations is certainly an easy way to make a decision, but it is not a par-
ticularly good way, especially if those evaluations are formed on the basis of two inde-
pendent sets of criteria. A good decision, as most people intuitively realize, should be
based on comparing alternatives on a common set of criteria, and to do that—except in
fairly artificial or contrived situations—requires memory of the particulars upon which
an evaluation is based. We have very clear evidence that memory matters to decision
quality (Redlawsk, 2001; Lau & Redlawsk, 2006).

Recently we have used DPTE to look more closely at affective processes such moti-
vated reasoning (Kunda, 1987; 1990). In our earlier studies we found evidence that vot-
ers were more positive in their evaluations of liked candidates for whom they learned
negative information, than those for whom all they learned was positive (Redlawsk,
2002). More recently we have identified ways that memory is enhanced or conditioned
by affect (Redlawsk, Lau, & Civettini, 2006; Civettini & Redlawsk, 2009) and at how
long polarization might go on before voters begin to re-evaluate and more accurately
update their priors (Redlawsk, Civettini, & Emmerson, 2010). Other work using DPTE
has examined cognitive processing and aging (Lau & Redlawsk, 2008) and the role gen-
der of candidates and voters plays in information processing (Ditonto & Andersen,
2011; Ditonto, Stalsburg, & Andersen, 2010; Redlawsk & Lau, 2008). The methodology
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is extremely flexible, allowing us to examine many different questions, the common
thread of which is the examination of evaluation and choice as information flows
over time.

7. VOTER DECISION-MAKING AND
BEHAVIORAL DECISION THEORY

So what do we know about voters, given the basic precepts of behavioral decision the-
ory? We turn now to an overview of recent voter decision-making research that implic-
itly or explicitly takes a perspective supported by BDT. Again this literature is huge, and
we are not going to pretend to cover it all here. Instead we will focus on a few key strands.
First, the psychological work in heuristics discussed earlier led to questions about how
and when voters use heuristics and the extent to which these heuristics help or hurt.
Second, we examine a developing literature that asks to what extent people (voters) are
accurate in updating their evaluations. The question is whether voters operate “ratio-
nally” as Bayesian updaters, or whether instead they are motivated reasoners (Kunda,
1987; 1990) who maintain existing evaluations rather than challenge them with new
information. Third, we examine the question of whether voters do a better (or worse)
job by using heuristics, motivated reasoning, or by adopting more or less rational strate-
gies using a standard we call a “correct vote” (Lau & Redlawsk, 1997).

7.1. Heuristics and Voter Decision-Making

Political scientists have looked to rehabilitate voter decision-making ever since The
American Voter (Campbell et al., 1960) taught us that the capacity of American voters
appears to fall well below the standards thought necessary for voters to hold their rep-
resentatives accountable. We learned that voters have no sense of ideology and no real
interest or knowledge of issues, and seem to vote guided mainly by the “nature of the
times” A decades-long debate ensued over voters’ ability to make good decisions. In
many ways the debate became tedious, with the accepted wisdom that most voters were
either through lack of ability or lack of motivation, just not doing a very good job.
Samuel Popkin, in his book The Reasoning Voter (1991), took issue with this accepted
wisdom, arguing voters could make perfectly fine decisions using “gut rationality” or
“limited information rationality” Voters can use the limited information they receive
through daily life as a kind of heuristic to make sense of politics. Sniderman, Brody,
and Tetlock (1991) extended this positive view of heuristic-based voting by arguing citi-
zens could reason through political issues by simplifying the tasks and relying on the
interaction of cognition and affect. That is, voters typically can identify what they like
and don’t like. They may in fact be able to identify groups as well and use the affect they
have toward them to help make sense of the political world. The argument is much more
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nuanced than this, of course, but the point is that a “likeability heuristic” can be applied
so that knowing what group one likes and knowing what political actor the group likes
(endorsements) can allow the voter to transfer that affect to the political actor. But while
heuristics may thus facilitate decision quality, they also require a modicum of infor-
mation—if one does not know that the ACLU stands for something, then knowing the
ACLU endorses a candidate or an issue is not very useful. Sniderman et al. were careful
to note that heterogeneity in political sophistication leads to different expectations on
the effectiveness of heuristic and nonheuristic processing.

Pushing back on this effort to rehabilitate at least some American voters, Bartels
(1996) argued that it is naive at best to think that heuristics can replace actual informa-
tion. Setting a standard based on the most sophisticated voters in the American National
Election Studies, Bartels then asked whether less sophisticated voters—whom he pre-
sumed were using heuristics—actually voted as if they were sophisticated. The answer of
course was no. Bartels ran a series of simulations that showed that some demographic
groups would have voted differently in the aggregate if all voters made the same choices
as the most knowledgeable. His conclusion was that heuristics simply could not be
working since aggregate vote totals would have changed, even though no actual election
outcome would have flipped.

But Bartels could not tell if voters were using heuristics, who was using them, and
what heuristics were in use. The limitations of survey data mean that he could only
assume that sophisticates did not need to use heuristics and nonsophisticates did use
them, and used them badly. In order to do more than assume, we must observe the voter
decision-making process as it happens, which can best be done in an experimental envi-
ronment. Using DPTE, we followed voters in the lab, examining their heuristic use. The
results (Lau & Redlawsk, 2001a; 2006) suggest that while heuristics are used by every-
one—both sophisticated and nonsophisticated—their effectiveness in improving voter
decision quality varies. In particular, some heuristics help sophisticated voters when the
political environment is predictable, but lead to lower-quality decisions when the politi-
cal environment is not aligned as they expect. And our findings suggest nonsophisti-
cates gain little from the heuristics we tested. Kuklinski, Quirk, Jerit, and Rich (2001)
make a similar point, finding that the nature of the information environment can either
improve or detract from political decision-making. Some skepticism over the value of
heuristics to “solve” the problem of uninformed voters is clearly warranted.

Yet a number of studies have shown that heuristics appear, if not to make nonso-
phisticates who use them act as political sophisticates, at least to help them make some
decisions that are better than they might otherwise make. Boudreau (2009) reports
experiments where an endorsement cue leads to better decisions by unsophisticated
experimental participants, closing their gap with sophisticates. Levendusky (2010)
found that as elite cues become clearer—because of political polarization of elites—
the mass public is better able to adopt more consistent attitudes. Hobolt (2007) shows
that voters in European Union referendums rely on an endorsement heuristic and that
this aids some voters—those sophisticated enough to know party positions in the first
place. Likewise Arceneaux and Kolodny (2009) examine endorsements, finding that
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in a field experiment endorsements provided some voters with a useful heuristic that
allowed them to compensate for a lack of awareness. Interestingly, this worked only if
the endorsement included contextual information about who the endorser was. These
latter two studies comport with Sniderman et al’s (1991) likeability heuristic.

7.2. Online Processing and Motivated Reasoning

Acting much like heuristics, online processing (Lodge et al., 1989; Redlawsk, 2001)
builds on the well-established tendency of humans to make relatively effortless evalua-
tions of other people rapidly, with no need to recall from memory what went into those
evaluations (Hastie & Park, 1986). Evaluation takes place as information is encoun-
tered, and an online tally (Lodge et al., 1989), summarizing the affective value of that
information, is updated, after which the actual information itself can be discarded.
Contrasted with memory-based processing, online processing is quick and easy, in the
sense that when a decision must be made, a voter need only query the online tallies for
the candidates and choose the more highly evaluated one. Memory-based decisions
require the extra effort of querying memories for the candidates, and then forming an
evaluation and making a choice (Kelly & Mirer, 1974). Thus Lodge et al. (1995) argue
that since voters are essentially making an impression-based decision, online process-
ing is the default.

Yet as we noted above, our own work using dynamic process tracing (Redlawsk,
2001; Redlawsk, 2004; Lau & Redlawsk, 2006) finds a significant role for memory in
voter decision-making, given the asymmetric information flows of the typical political
campaign. Some of the variance in findings can be attributed to methods. Lodge uses
information sheets showing research participants all the attributes of a single political
figure in an easy-to-use format, minimizing the need to engage memory. On the other
hand, DPTE presents asymmetric information mimicking a campaign, and the research
participant must make a choice. This makes memory recall necessary to make the com-
parisons between candidates that facilitate high-quality decision-making.

More important to the question of rational decision-making is evidence that online
processing is part of a broader evaluative process that may operate against “accurate”
updating in the face of new, contradictory information. Motivated reasoners (Kunda,
1987; 1990; Redlawsk, 2002; Lodge & Taber, 2005; Taber & Young, chapter 17, this vol-
ume) strive to maintain their existing evaluations, discounting, counterarguing, and
otherwise dismissing information running counter to their preferences. It is not hard
to see how such processes would fly in the face of rational evaluations, where new nega-
tive information must lower an evaluation as readily as new positive information must
increase it. For voters with existing evaluations and preferences, it appears quite difficult
to move them in the correct direction (Redlawsk et al., 2010; Redlawsk, 2002; Redlawsk,
2006; Taber & Lodge, 2006). This effect appears attenuated when people are held
accountable for their decisions (Redlawsk, 2001; Scholten, van Knippenberg, Nijstad,
De Dreu, 2007); accuracy goals inhibit online processing.
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But partisan motivations are at the core of much of politics. If such motivations are
in opposition to accuracy goals, then motivated reasoners are unlikely to meet even low
standards for rational decision-making. Gaines and colleagues (2007) show how inter-
pretations of the same information create divergent beliefs on the Iraq war, which lead
to divergent opinions, with better-informed citizens most likely to show this effect. Lebo
and Cassino (2007) identify how partisan motivated reasoning has implications for
presidential approval ratings. And Kopko, Bryner, Budziak, Devine, and Nawara (2011)
even find motivated reason effects in ballot counting, especially when rules governing
assessing voter intent are ambiguous.

Recently, we have suggested that while motivated reasoning effects are consistent
and perhaps even inevitable, all hope for accurate voter decision-making is not lost
(Redlawsk et al., 2010). At some point the amount of information encountered that is
in opposition to the existing evaluation may overwhelm motivated processes. At this
tipping point, voters seem to recognize that the world is not what they thought it was,
and they update with greater accuracy. It appears that as the amount of incongruency
grows, anxiety grows about the lack of agreement between the existing evaluation and
the mounting new evidence. This may then act to motivate a different process—what
Marcus, Neuman, and MacKuen (2000) call “affective intelligence,” switching process-
ing from the maintenance of existing evaluation to an effort to more systematically pro-
cess new information.

7.3. Decision Quality

Elections have typically been studied by historians, journalists, and political scientists,
all of whom are chiefly concerned with which candidate or which party won the most
votes. Yet there is another way to look at the vote decision that is more compatible with a
BDT perspective: Did the voter choose correctly—that is, did the voter select the candi-
date who, in some normative sense, from the voter’s own perspective was the best one?
By “best” we mean voting in accord with “fully informed preferences” (Dahl, 1989)—
what the voter would have decided had she had full information about all of the candi-
dates available to her. This has been a primary focus of our research (Lau, Anderson &
Redlawsk, 2008; Lau, Patel, Fahmy, & Kaufman, 2013; Lau & Redlawsk, 1997; 2001a;
2001b; 2006; 2008; Patel, 2010; Redlawsk, 2002; 2004).

Various individual difference factors, including knowledge, interest, and motiva-
tion, have all been linked to correct voting (Lau, Anderson, & Redlawsk, 2008; Lau &
Redlawsk, 2006). But we have also looked at many of the decision strategies described
earlier. Probably our most important finding is that voters” decision strategies influence
the quality of the choices they make—a finding with implications extending well beyond
political campaigns. What we found is that voters often make better decisions with less
information, a finding clearly at odds with rational decision-making models (Lau &
Redlawsk, 2006).
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Given a standard for voter decision quality, we need to ask under what institutional
conditions voters do a better or worse job. We have begun to do this in the American
presidential election context (Lau et al., 2008), where we found that a major third-party
candidate on the ballot increases the difficulty of the choice and commensurately lowers
the probability of a correct choice. Similarly a crowded ballot—defined as the presence
of initiative and referenda on the ballot—decreases the attention voters can devote to
the presidential election and decreases the level of correct voting. On the other hand, the
more intense (competitive) a campaign—and thus the more relevant information avail-
able to voters—the more likely a correct vote.

It seems likely that other institutional arrangements would play an important role in
correct voting, and warrant exploration of correct voting in a comparative context (Lau
et al., 2011). Preliminary results across 69 elections and 33 democracies suggest that
information availability (political rights), the ideological distinctiveness of the candi-
dates, and clear lines of responsibility (parliamentary systems with single-party govern-
ments, and presidential systems with unified government) are all associated with higher
levels of correct voting, while incentives for personal (as opposed to party) votes, which
increase learning requirements for each election, and (as in the United States) the num-
ber of parties on the ballot, are associated with lower levels of correct voting (see also
Hines, 2008).

Environmental contexts might impact correct voting, in particular the social net-
works in which voters are embedded. Richey (2008) examines the political discussion
environment, finding that as voters interact with more knowledgeable discussants, cor-
rect voting is increased. But McClurg, Sokhey, and Seib, (2009) using their own dynamic
process-tracing approach, found that disagreements within a social network may drive
down the level of correct voting. Socially mediated information can cause voters to pay
attention, but Ahn, Huckfeldt, and Ryan (2010) found that “when the subject’s prior
beliefs conflict with the informants message, the subjects are generally well advised to
rely on their own priors. This is especially true among the well-informed” (Ahn, et al.,
p- 780). Ryan (2010) further shows that while expertise available within social networks
can improve voter decision-making, an individual’s own knowledge plays an important
role. Much more remains to be done to understand the contexts under which decision
quality—a correct vote—is more or less likely.

8. A Quick WORD ON BEHAVIORAL
DECISION THEORY AND EMOTION

Emotion is tricky, and until quite recently political scientists have paid it scant atten-
tion. But emotions, we are learning, are critical to decision-making. People without the
capacity for emotion are generally without the capacity for making decisions, even if
otherwise psychologically undamaged (Damasio, 1999). Kahneman writes that even
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“[u]tility cannot be divorced from emotion” (2003, p. 706). While this topic is covered
in great detail by Brader and Marcus in this volume (chapter 6), a few points might be
useful here. One is that evidence is strong that one’s mood can act as a cue during infor-
mation processing, which can be incorporated into perceptions of the information
environment, in a process called affect-as-information (see Wyer, Clore, & Isbell, 1999
for a review). Second, mood may activate positive or negative information and lead to
changes in its accessibility (Clore & Huntsinger, 2007).

Third, emotional states may trigger processing styles, so that people in positive
states process information differently than those feeling negative. Positive feelings
tend to result in less effortful processing, while negative feelings lead to more careful
systematic consideration of new information (Park & Banaji, 2000). Drawing on this
dual-process idea, Marcus et al. (2000; Marcus & MacKuen, 1993) have posited affec-
tive intelligence theory, where anxiety arising from an unexpected stimulus activates
a surveillance system that attempts to make sense of the incoming stimulus, inter-
rupting the dispositional system that otherwise would result in less effortful process-
ing. The result, they suggest, is that anxious voters may be better voters (Redlawsk
etal., 2010). Yet we doubt that anxiety would improve decision-making in all circum-
stances. Clinically high levels of anxiety, for example, can be seriously deleterious
to effective cognitive processing (Clark & Beck, 2010), but even much lower levels
of anxiety are often associated with learning deficits (Eysenck, Derakshan, Santos,
& Calvo, 2007; MacIntyre & Gardner, 1994). And while low to moderate levels of
anxiety have been shown to disrupt reliance on automatic heuristic-based process-
ing and to increase interest in contemporary information (MacKuen, Wolak, Keele,
& Marcus, 2010), too much information search may lower decision quality (Lau &
Redlawsk, 2006).

Marcus, MacKuen, Wolak, and Keele (2006) make the important point that emotions
must be thought of as more than a simple positive-negative valence. Instead, discrete
emotions—such as anxiety, enthusiasm, and anger—are key to understanding affect.
Gilovich and Griffin (2010) provide a nice summary of the research in psychology
on these points, while Isbell, Otatti, and Burns (2006) review the implications of this
research for political decision-making.

This new turn toward emotions brings us to the very old idea of “gut” feelings that a
choice is right or wrong. Damasio’s (1999) work provides important context, describ-
ing how as decisions are made, our mind and body interact; we may well “feel” a choice
before we can think about it. In political science, Popkin (1991) developed this argu-
ment quite a while ago. People may operate on a very simple heuristic—what feels right.
After all, decision-making is in the end about how we will feel in some future—more or
less happy, more or less sad—if we make a particular choice.

Perhaps our increasing understanding of emotion can bridge between RCT and psy-
chological theories, an argument developed by Bueno de Mesquita and McDermott
(2004). Kim (Kim, Taber, & Lodge, 2010) models this process by linking cognitive and
affective processing in an agent-based computational model that does a much better
job than a Bayesian updating model in predicting individual change in evaluations as
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information is encountered and processed. This model works well because it combines
both affective and cognitive processing, where each interacts with the other. In many
respects work like this defines the newest frontier in our quest to understand how deci-
sions are made in the real world of the decision-maker rather than in the idealized world
of rational choice.

9. CONCLUSION

We began by considering the classic, rational choice perspective on decision-making,
but suggested that a behaviorally oriented theory based on a view of humans as lim-
ited information processors was a more useful and accurate perspective if the goal is to
understand how decisions are actually made. We have tried to shape our review of the
BDT literature so as to highlight issues that should be of use to political psychologists.
The focus on description in the BDT literature can leave the casual reader of that litera-
ture with a view more of the trees than of the forest. Our goal was to provide a map of the
forest rather than describe all the trees, because the latter obscures the fact that while the
process of making a decision is much more varied than the single ideal procedure sug-
gested by RCT, it is still far from random (Jacoby et al., 1987). The regularities in human
behavior are what social scientists must study, and there are more than enough in the
decision-making field to go around.

Can RCT and BDT approaches ever be reconciled? It is fairly easy to integrate the
notion of bounded rationality into a rational choice perspective. Information costs have
long been recognized as an integral part of the approach (e.g., Downs, 1957; Fiorina,
1981). Bounded rationality provides a more complete understanding, not only in terms
of the costs of gathering the information but also in terms of the costs of utilizing it once
it has been gathered. Some versions of RCT view decision-makers as “intendedly ratio-
nal,” doing the best they can under the circumstances and with acknowledged cogni-
tive limitations (Jones, 1994; Lupia et al., 2000). But this reconciliation misses the boat.
Sometimes people are intendedly rational; but much more often they make decisions
automatically or semiautomatically with no conscious consideration of how or why
they are choosing as they are. The view of decision-makers as “omniscient calculators,”
even as an ideal, should probably be dropped: it can be misleading when people con-
fuse “ought” with “is” and as a consequence set unrealistically high standards (Lau &
Redlawsk, 1997). But the normative concerns of RCT are important, and the guidelines
of procedural rationality are worthwhile standards for making good decisions. Rather
than intendedly rational behavior, however, we would characterize most decision-mak-
ing—and certainly most political decision-making—as semiautomatic rule following,
with any conscious deliberation focused on determining which heuristic is appropriate
rather than on value maximization.

We echo Kahneman (1994) in arguing that instead of asking whether decisions are
rational or not, or revising our definition of “rationality” so that it can include more
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actual choice behavior, a better question for future decision research to address is under
what conditions decision-makers are at least “reasonably” rational in their decision pro-
cesses (see also Chong, chapter 4, this volume); and when they are not, what cognitive
shortcuts or heuristics they employ in lieu of thorough information search and value-
maximizing choice strategies. People can, and often do, follow a logic of consequence,
if not omnisciently, at least reasonably, given their cognitive limitations. And people
can, and often do, make many decisions automatically, by unconsciously following
well-learned rules for making decisions. The question for political psychologists is not
whether people are always or ever procedurally rational in their decision processes, but
what they do when they are not, and what effect it has on the quality of the decision that
is reached.

As political scientists, we also are interested in the implications of information pro-
cessing and decision-making for institutional design. Of course there is the possibil-
ity of assessing different institutions and systems for the degree that they do or do not
improve decision-making by both political elites and the mass public. Our own idea of
“voting correctly” is one possible way for doing this. But a recent paper by a computer
scientist suggests another possible implication: that knowing how voters process infor-
mation might allow us to design systems that “support information gathering, orga-
nizing, and sharing, deliberation, decision making, and voting” (Robertson, 2005). As
the world moves online, decision tasks like voting become both simultaneously more
information rich, and yet potentially more difficult. BDT can help us understand both
the strengths and weaknesses of how people make decisions, perhaps leading to system
designs that play to the strengths and minimize the weaknesses. Robertson’s goal strikes
us as a challenging one, but one that is worth pursuing.
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NOTES

1. Whenpeoplerefertoa “best” solution, they usually mean the value-maximizingalternative.
Rational choice assumes decision-makers follow formal mathematical principles
in making their probability judgments and value assessments, including regularity,
independence from irrelevant alternatives, transitivity, procedure invariance, dominance,
and all the dictates of Bayes’s theorem. These principles are quite logical and intuitive and
are widely accepted by decision-makers when they are explained. Hastie and Dawes (2001)
summarize these principles, writing that a decision can be considered “rational” if it (1) is
based on the status quo of current assets such that losses or forgone gains are equivalent;
(2) is based on all possible/plausible outcomes associated with the choice; and (3) where
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risk is involved, does not violate any of the basic rules of probability. As it turns out, this is
a higher bar than it seems.

2. See Green and Shapiro (1994) for an elaborate presentation of this argument, Simon (1985;
1995) for its essence, and Aldrich (1993) or Friedman (1995) for various responses from the
rational choice perspective.

3. If one alternative is preferred to all others on every dimension of judgment, it “dominates”
the other alternatives (Hastie & Dawes, 2001), and there should be no conflict in making a
decision.

4. One other type of transition is possible: intra-attribute, intra-alternative, that is,
reaccessing the same item of information. This type of transition can usually be considered
arandom error.

5. The one exception to this statement is expertise, which has been a major focus of attention
in the field; see, for example, Fiske, Lau, and Smith (1990) and Lau and Erber (1985).

6. The most recent version of the DPTE system is available to any researcher wishing to
develop process-tracing experiments, at http://www.processtracing.org.
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TED BRADER AND GEORGE E. MARCUS

1. INTRODUCTION

It is timely, given the explosion of interest in emotion over the past 20-plus years, to
briefly reflect on the history of research on political emotion. In the 1980s an earlier
handbook, Margaret Hermann’s Political Psychology (1986), did not have a chapter on
emotion, nor did Greenstein and Lerner’s still earlier A Source Book for the Study of
Personality and Politics (1971). That emotion was largely ignored in the 1970s and 1980s
should be, on reflection, a bit of surprise. For from the very outset of Western thought,
reason and emotion were understood as the two fundamental qualities of human nature
(Aristotle, 1954; Aristotle, 1983; Plato, 1974). Indeed it was the purpose of that inquiry
to learn how to reconcile the presumed agonistic relationship between these two core
faculties (Nussbaum, 1986).!

The period of inattention to emotion reflected, we believe, two presumptions. First,
that emotion was mysterious or elusive and, hence, not amenable to scientific inquiry.
And, second, that emotion would prove to be a declining force as the growth of and
reliance on scientific knowledge, joined with expansive public education, would enable
reason to take up the central role in politics (Marcus, 2002).2 Beginning in the 1980s
emotion began its move to center stage in both psychology and political science. Since
then, the number of published articles with the words “affect” or “emotion” in the title
has grown exponentially (Brader, Marcus, & Miller, 2011). Reflecting the growth of
research, two recent textbooks on political psychology have chapters devoted to emo-
tion and politics (Cottam, 2004; Houghton, 2009).

We first offer an overview and critical reflections on the dominant theoretical
approaches to emotion and politics. Second, we consider the antecedents and functions
that have been posited to distinguish a number of common emotional states. Third, we
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examine the rapidly accumulating evidence that emotions shape attention, decision-
making, attitudes, and action in the realm of politics. Finally, we conclude with some
reflections on important and promising paths forward in the study of emotion and
political psychology.

2. MAJOR THEORETICAL PERSPECTIVES

Two broad approaches are evident in the long history of interest in emotion. We can
term them the “outside in” and “inside out” approach. The “outside in” approach began
with the earliest efforts of humans to understand ourselves. It has been with us ever
since. The “inside out” approach is far more recent, enabled by advances in technology.

Scholars adopting an “outside in” approach infer the constitution and causes of emo-
tions from verbal reports of experiences and observations of behavior (Darwin, 1998;
Ekman & Rosenberg, 2005; Frijda, 1986; Izard, 1991; Lazarus, 1991; Plutchik, 1980;
Schwarz & Clore, 2003; Tomkins, 2008; Zajonc, 1980). Much as has been the case with
many other longstanding psychological concepts—intelligence, motive, memory, and
attitudes, “outside in” scholars infer from a reasoned examination of human behavior
that the brain is engaged with emotion.? From what scholars see “outside,” they infer
what’s going on “inside” They observe manifestations of emotion in facial expression,
in gesture, tone, or as reported verbally by subjects. They must deduce its latent quali-
ties from what they, and we, can observe, though that does not preclude speculation, as
for example Descartes “locating” the source of emotion in the pineal gland (Descartes,
1989). Practitioners of the “outside in” approach do not directly study the brain’s role in
generating emotions and therefore, setting aside occasional speculations, tend not to
offer precise accounts of how emotion is produced by the brain.

The “inside out” approach—facilitated by technological advances that permit better
observation and measurement of brain activities—involves direct investigation of neu-
ral processes that engage affect (Adolphs, Tranel, Damasio, & Damasio, 1995; Damasio,
1994; Gray, 1987; LeDoux, 1995; Panksepp, 1998; Rolls, 2005). This focus on neural pro-
cesses generated new insights. First, for most neuroscientists, the subjective experience
of affect is of only peripheral interest. As Cacioppo and colleagues (Cacioppo, Berntson,
Norris, & Gollan, 2011, p. 34) note:

There is an understandable appeal to settling for feelings as the appropriate data to
model in the area of affect. It is these feelings that some theorists seek to describe,
understand, and explain. The structure and processes underlying mental contents
are not readily apparent, however, and most cognitive processes occur unconsciously
with only selected outcomes reaching awareness.

Neuroscientists instead shifted attention to the role of neural processes that subserve
emotion. This in turn led to finding that these same processes also subserve various adap-
tive processes, such as attention and decision-making. Second, neuroscientists argue
that affect is inherently appraisal and that a separate and subsequent stage of “cognitive”
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interpretation is not an essential ingredient to making affect meaningful (Cacioppo &
Decety, 2009; Marcus, 2012). We return to this point below, as the concepts affect, cogni-
tion, and appraisal, as scientific terms, have become increasingly problematic.

2.1. Primary Theoretical Approaches

There are three primary theoretical approaches to emotion in broad use today, though
there are many specific variants within each. Evolving initially from the “outside in” tra-
dition, there are approach-avoidance theories and appraisal theories. Theories of affect
as neural process exemplify the “inside out” perspective. We review each in turn.

2.1.1. Approach-Avoidance Theories

Here affect functions to solve the problem of approach and avoidance. Affect is often
understood as a simple valence assessment of circumstances (or stimuli) as either pun-
ishing or rewarding. Affect is thus critical to identifying stimuli as either rewarding,
hence justifying approach, or punishing, thus warranting avoidance. This notion under-
girds modern attitude theories, where liking-disliking constitutes the critical affec-
tive dimension of attitudes (Eagley & Chaiken, 1993; Fishbein & Ajzen, 1975). It also
underlies Damasios (Damasio, 1994) conception of “somatic markers” as automatic
preconscious signals that facilitate decision-making by sorting good from bad in our
environment on the basis of past associations. Similarly, political psychologists adopt-
ing a “hot cognition” approach in the study of motivated reasoning see affect as the deci-
sive initial assessment of reward and punishment (Lodge & Taber, 2013).

On one hand, scholars have long found this a convenient and useful way to simplify
affective experience: Does she like or dislike that policy? Are voters in a good or bad
mood? Is his partisan identity based more on attraction to one party or repulsion from
the other? Much research on both explicit and implicit attitudes (toward racial groups,
political parties, political candidates, etc.) continues to focus on a simple positive-nega-
tive dimension of affect (see Taber & Young, chapter 17, this volume). On the other hand,
after some 30 years of analysis in innumerable studies, it is clear that affective subjective
experience is not well described by only a single valence dimension (Larsen & McGraw,
2011; Marcus, 2003). Scholars from diverse approaches have found it increasingly use-
ful to make finer differentiations among emotions. Once reliance on a single approach-
avoidance conception of emotion, and measures that reproduce that conception (e.g.,
feeling thermometers), is relaxed so as to accommodate what is now known about the
complex and multifaceted character of (preconscious and postawareness) appraisals—
see figure 6.2 and attendant discussion below—a richer array of insights is likely to follow.

2.1.2. Appraisal Theories

Appraisal theories are among the leading contemporary approaches to make finer dis-
tinctions among emotions. As the name implies, their focus is the appraisals, conceived
as cognitive interpretations of the significance of a situation for one’s goals, that trigger
emotions (Smith & Ellsworth, 1985). Both conscious and preconscious appraisals are
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possible (Lazarus, 1991; Scherer, Schorr, & Johnstone, 2001). Specific theories seek to
offer a unique one-to-one mapping between appraisal pattern and emotion, in order to
explain why we observe variation in emotional experiences across individuals and situ-
ations. To empirically test these relationships, some studies ask subjects to describe situ-
ations in which they felt particular emotions (Roseman, Antoniou, & Jose, 1996; Smith
& Ellsworth, 1985), while others experimentally manipulate the attributes of scenarios
(along posited appraisal dimensions) to test whether those situations generate the pre-
dicted emotions (Roseman, 1991).

Each theory conceives of a slightly different inventory of appraisals and emotions.
Smith and Ellsworth (Smith & Ellsworth, 1985), for example, map six appraisal dimen-
sions (of eight initially considered) on fifteen emotions. The dimensions include pleas-
antness, certainty, attention, anticipated effort, responsibility, and situational control.
The nature of their contributions differed. Pleasantness explained a great deal of vari-
ance in emotional experiences, while situational control explained only a small portion;
but the latter was particularly essential to discriminating among negative emotions like
sadness, anger, fear, and disgust. Other theories conceptualize and label the appraisals
differently, though there is clearly overlap. Having focused on five appraisals in earlier
work (Roseman, 1991), Roseman et al. (1996) found that seven appraisals work best to
predict 17 emotions: unexpectedness, situational state (present/absent), motivational
state (reward/punish), probability (certain/uncertain), control potential, problem
source, and causal agency (circumstances, others, or self).

In a final example, Lazarus (1991) identifies a “core relational theme” for each emo-
tion, or what that emotion signals about the ongoing relationship between a person and
her environment. Six appraisals—three primary, three secondary—evaluate the mean-
ing of a situation and trigger the appropriate emotion. Primary appraisals, which con-
cern “the stakes,” include goal relevance, goal congruency, and type of ego-involvement.
Secondary appraisals, which concern how the situation will be resolved, include blame/
credit, coping potential, and future expectations. A situation must be perceived as “goal
relevant” for any emotion to be triggered.

Several studies draw on appraisal theories to isolate the causes and explain the
emergence of distinct emotions with political consequences (Brader, Groenendyk,
& Valentino, 2010; Huddy, Feldman, & Cassese, 2007; Just, Crigler, & Belt, 2007;
Steenbergen & Ellis, 2006; Valentino, Brader, Groenendyk, Gregorowicz, & Hutchings,
2011). However, to date, most of this research tends not to advance an entire appraisal
account, but rather adopts isolated propositions related to a subset of specific emo-
tions and appraisals as needed for the study in question (but cf. Roseman, Abelson, &
Ewing, 1986).

2.1.3. Neural Process Theories

Beginning in the 1980s neuroscientists advanced accounts of the neural processes
that generated affective response (Adolphs & Spezio, 2006; Adolphs, Tranel, &
Damasio, 1998; Bechara, Damasio, Tranel, & Damasio, 1997; Gray, 1987; Gray,
1990; LeDoux, 1993; LeDoux, 2000; Rolls, 1999). Although researchers have identi-
fied multiple neural systems that generate distinct emotions (Panksepp, 1998), early
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work placed a heavy emphasis on two dimensions of affective appraisal, one most
often labeled “positive” (a dimension that arrayed affect from moribund to enthu-
siastic), the second labeled “negative” (a dimension that ranged from calm to anx-
ious and fearful). Each of these invoked neural processes that in turn influenced
downstream cognitive and behavioral processes. By the late 1990s and early 2000s,
researchers from multiple perspectives found it increasingly useful to take notice
of a third dimension, anger (Huddy et al., 2007; Lerner & Keltner, 2001; Marcus,
Neuman, & MacKuen, 2000; Panksepp, 1998).* This dimension is held to produce
affects that range from calm to heightened aversion (e.g., rage, bitterness, anger, con-
tempt, disgust, and so on).

The most prevalent theoretical formulation in political psychology, the theory of
affective intelligence, evolved similarly from an initial focus on two dimensions, an
anxiety dimension and an enthusiasm dimension (Marcus & MacKuen, 1993; Marcus,
1988) to adopting the current three-dimensional view (MacKuen, Wolak, Keele, &
Marcus, 2010; Marcus et al., 2000; Marcus, 2002). The virtue of this formulation is that
it makes an explicit case for the adequacy of the now widely adopted three-dimensional
structural account of affective appraisals. Enthusiasm generates hypotheses about when
people become engaged in politics in various ways and their reliance on extant identifi-
cations and convictions (Brader, 2006; Marcus et al., 2000). Anxiety generates hypoth-
eses about attention, learning, and reliance on contemporary considerations (Brader,
2006; MacKuen, Marcus, Neuman, & Keele, 2007; Marcus & MacKuen, 1993). Aversion/
anger generates hypotheses about the role of normative violations, and defensive and
aggressive actions to protect extant identifications and convictions (Huddy et al., 2007;
MacKuen et al., 2010).

2.2. Critical Considerations

Before turning to research on causes and consequences of emotion, we need to review
a few of the concepts that scholars have used to describe emotion. Theoretical perspec-
tives have appeared at different times, applying somewhat different presumptions, often
unstated, about terms that, while appearing to be scientific, are just as often vernacular
in meaning. This raises the risk of overly plastic meanings inasmuch as lay ideas are
often plural in their meanings. Three frequently used terms recur in various accounts of
emotion. Moreover, these conceptual terms are central to describing the phenomenon
and imputing the mechanisms that control and give rise to the appearance of this or that
emotion. The core terms requiring some excavation are discrete, appraisal, and cogni-
tion, with the latter two terms often paired, as in “cognitive appraisal” These terms have
come to be used in various ways that often lead to confusion.

2.2.1. What Does It Mean to Say an Emotion Is Discrete or Dimensional?

There are two meanings of the term “discrete” apparent in the literature, one more
casual and one more conceptually dense. The first is an assertion that different emo-
tions need to be kept clearly discriminated. As a vernacular term, used in that fashion,
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the claim that an emotion is discrete is an appropriate way to make an introductory
claim. But even in that usage the term is merely preliminary unless then linked to
a recognized taxonomy of emotion states so that the affective state in question is
explicitly related to the other specified affect states. This has been done in the case
of “basic emotions” Various scholars have enumerated what they take to be the core
fundamental affects. Though not all agree on the final array, they typically identify
something like 8 to 12 “basic emotions” (Frijda, Kuipers, & Schure, 1989; Ortony,
Clore, & Collins, 1989; Roseman, 1984). This second use of the term advances a richer
imputation, one that holds that each discrete emotion is a bounded domain that has
some homogenous quality both as to its antecedents and its consequences. This sec-
ond meaning and usage is best grasped by comparison to another frequently used
approach to depicting emotion, that of treating affective states as aligned along one or
more dimensions.

Consider anxiety from a dimensional point of view. Anxiety, conceived as an affective
dimension, is typically regarded as an appraisal of uncertainty. In this dimensional view,
affective states of anxiety depict different degrees of uncertainty, hence uniting semantic
terms such as tranquil, calm, uneasy, jittery, nervous, and fearful as “marking” different
degrees of anxiety, arrayed from less to more. From a discrete perspective, while jittery
and fearful might be seen as describing different intensities of anxiety, the emotions of
tranquility and calmness would more likely be regarded as a different, discrete affective
state, one to be contrasted to anxiety.

Figure 6.1 provides a further example of the sorts of differences that can distinguish
discrete and dimensional approaches. The figure displays four common feeling words—
lethargic, withdrawn, congenial, and, enthusiastic. Part A shows how these four affective
states could be construed when applying a discrete approach. In this case, for illustra-
tive purposes, we “organize” the four emotional states, in the way a cognitive appraisal
theorist might, that is, according to the evaluations presumed to give rise to these four

A. Hypothetical Example of Discrete Organization of Selected Emotions

Regarding
Valence Self-regarding Other-regarding
Positive (approach) Enthusiastic Congenial
Negative (avoidance) Lethargic Withdrawn

B. Hypothetical Example of Dimensional Organization of Selected Emotions

Lethargic Withdrawn Congenial Enthusiastic

/” 7~ /” i

Enthusiasm Dimension (less to more)

FIGURE 6.1 Sample Taxonomies: Discrete and Dimensional Typologies of Emotion



EMOTION AND POLITICAL PSYCHOLOGY 171

discrete states. Part B shows how applying a dimensional approach might array them
along a single dimension.

If we asked subjects to rate how well each of these affect words describe diverse sce-
narios, we would likely find that each of these terms is thought to be most applicable
to quite different circumstances. Having found that people systematically differentiated
these four terms, a scholar could conclude that these are distinct emotions produced
by applying a self-regarding versus other-regarding consideration, thereby differentiat-
ing enthusiastic and lethargic from withdrawn and congenial. And that scholar might
also conclude that subjects differentiated appetitive (i.e., positive) outcomes from aver-
sive (i.e., negative) outcomes, thus differentiating enthusiastic and congenial from with-
drawal and lethargic. These two general abstract considerations when jointly applied
generate the four distinct affect states as depicted in Part A of figure 6.1. Thus, data and
conception converge.

However, if we asked how enthusiastic, lethargic, withdrawn, or congenial they felt in
different settings, we might well find that the reported levels each rise and fall in a cor-
related fashion. Indeed, they might be so highly correlated that they converge to a single
dimension. Here again, conception and measurement converge.

In Part A, each of the four affect terms is located in its own cell, emphasizing its
unique features, presumably produced by the joint application of two abstract consid-
erations. In Part B of figure 6.1, we see these same affect terms “marking” different levels
of a positive affective state, ranging from very low to very high, generated by a single
appraisal, that of the likelihood of securing a positive outcome (either in the past, pres-
ent, or future).

Testing the validity of these two perspectives turns on resolving three issues. First,
they clearly differ as to number of antecedent factors that generate the affects (i.e.,
two or one). Second, they presumably differ in “downstream” consequences (though
not all theories produce explicit theoretical claims thereon). Third, is there neurologi-
cal evidence on the mechanisms by which these (and other) affects are generated? As
we shall suggest below, however, these two accounts need not be treated as mutually
exclusive.

2.2.2. What Does It Mean to Say That Appraisals Are Central to
Emotion?

Affective reactions are expressed in facial display, posture, gesture, vocal timbre, and
so forth. Emotions, it is now generally agreed, are generated by neural processes in
the brain. The neural processes engaged with emotion are very fast, cycling on the
order of five times faster than conscious awareness and producing their appraisals
prior to conscious awareness (Rolls, 1999; Rolls, 2005). This requires fundamental
rethinking about the relationship between affect and cognition. Affective precon-
scious appraisals execute faster than and arise before consciousness. But the tra-
ditional definition of cognition, a word derived from Latin, to cogitate, to think,
has long been perceived as taking place only “inside” the mind where cogitating
takes place.
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Consciousness—the subjective arena wherein feeling and thinking seem to play out—
offers the false sensation of instantaneous and comprehensive access to external affairs.
In fact, consciousness is not instantaneous. During the time that it takes the brain to
construct consciousness, our brains are active in understanding our circumstances
through very fast appraisals of the somatosensory and sensory streams along with inte-
grating those appraisals with our goals so as to enact habituated actions (Marcus, 2012).
We subjectively experience events around us as if the events and their mental repre-
sentation in conscious awareness are concurrent. But this apparent concurrence is itself
a fabrication by preconscious neural processes (Libet, 2004; Libet, Gleason, Wright, &
Pearl, 1983; Libet, Wright, Feinstein, & Pearl, 1979). Given that subjective experience
seems to give instant and veridical access to the world, it is not surprising that initial
research suggesting that humans react to external events before they are conscious
of those events (Zajonc, 1980) was met with considerable skepticism and resistance
(Kunst-Wilson & Zajonc, 1980; Lazarus, 1982; Lazarus, 1984; Tsal, 1985).° Hence, the
more potent differentiation between consciousness and affect is not spatial but tempo-
ral. And it is well established that people act on these preconscious appraisals (Bechara
etal., 1997; Todorov & Ballew, 2007).

Early cognitive theories of affect arose before this new understanding and thus often
presumed that thinking of some sort was necessary to interpret affective reactions
so as to make them coherent and subjectively meaningful. As a result, researchers
risked conflating self-reported interpretations of when and why subjects felt a par-
ticular emotion with the temporally prior and “hidden” processes by which affective
responses are generated. Put differently, some cognitive appraisal accounts seemed to
confuse structural accounts, which posit implicit “rules” by which situational ante-
cedents elicit distinct emotions, with the actual process giving rise to emotions (Clore
& Ortony, 2008).

In contrast, like other neural process accounts, the most prevalent approach in politi-
cal science—the theory of affective intelligence (Marcus et al., 2000; Marcus, 2002)—
holds, in its current form, that there are three preconscious appraisals that generate the
array of emotions that people experience at the outset of exposure to some stimulus
(whether new or old, contemporaneously present, recalled from prior exposure, or part
of some imagined future). Of the three, two are ubiquitous, levels of enthusiasm ranging
from lethargic to enthusiastic, and levels of anxiety ranging from calm to anxious. The
third, which they label aversion, is a situational appraisal manifest only when confront-
ing familiar punishing circumstances.

Preconscious appraisals and postawareness appraisals can both influence subjec-
tive affective states. However, disentangling the contributions of pre- and postaware-
ness processes requires some rethinking about the terms cognition and appraisal. Most
researchers, regardless of approach, now use appraisal to refer to the brain’s assess-
ment of some internal or external situation. There remains considerable disagreement
over whether to call all appraisals cognitive or even what doing so implies (Scherer
et al., 2001). The everyday meaning of the word cognition has long been equated
with conscious thought or, at least, higher cortical mental functions. In the wake of
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long-running and attention-getting debate over the “primacy” of affect and cognition
(Lazarus, 1982; Lazarus, 1984; Zajonc, 1980), many psychologists and neuroscientists
have adopted an expanded definition of cognition as applying to any sort of informa-
tion processing in the brain. From this perspective, cognitive appraisals can be under-
stood to encompass anything from preconscious perceptions that arise directly from
somatosensory and sensory inputs to extended conscious rumination about the mean-
ing of events.

We argue that this “resolution” does more to obscure than to clarify. A multitude of
brain processes, including many long associated with “cognition,” occur at a precon-
scious level. Calling nearly everything the brain does “cognition” seems less than helpful
to understanding how a host of distinct and interdependent processes function to regu-
late behavior.

The field, therefore, would benefit from shifting away from this terminology (and
the seemingly intractable debate it invites) to specify more concretely the process
by which the brain translates sensory and somatosensory inputs into differentiated
emotional reactions, as well as how those emotions translate in turn into behavioral
responses. In our view, scholars should focus directly on the temporal dimension,
endeavoring to understand how preconscious and postawareness processes each con-
tribute to emotional episodes. Subjective feeling states result from a sequential series
of appraisals that have both “upstream” (preconscious) and “downstream” (conscious)
aspects.

Such a temporal focus may productively turn attention to understanding better
which appraisals, and thus which emotional states (or levels of emotional differentia-
tion), can and do arise at a preconscious stage and which arise only, or mainly, with
conscious reflection. For example, it is now widely accepted among both cognitive
appraisal theorists and neuroscientists that basic preconscious appraisals of situa-
tions as something like desirable/undesirable (i.e., good/bad) set in motion positive/
negative affective responses automatically—that is, outside subjective control and
often outside of awareness (Clore & Ortony, 2008; Keltner & Lerner, 2010; LeDousx,
1996). In contrast, some evaluations suggested by cognitive appraisal theories may
not be apt for preconscious affective appraisals, which are very fast, concerned with
deft execution of action plans (including speech), and rely on the tight integra-
tion of current expectations with somatosensory input and fast sensory appraisals.
Thus, an important and open question for future research is which appraisal dimen-
sions require conscious awareness and which can occur at a pre-conscious stage.
Appraisals of novelty/familiarity? Degree of situational control? Self/other causal
responsibility? Certain/uncertain outcomes? Scholars have even dubbed certain
affects as “self-conscious emotions” (see below), implying a more elaborate process
of comparing the performance of the self with social expectations and norms. But
does the social comparison underlying such emotions imply conscious awareness?
The answer remains unclear.

From this broader understanding, both neural process theories, such as the theory
of affective intelligence, and cognitive appraisal theories posit appraisal as an essential
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FIGURE 6.2 Affective Experience Over Time

function of conscious and affective processes. This would suggest that earlier efforts
to integrate discrete and dimensional accounts in a “hierarchical” structure (Tellegen,
Watson, & Clark, 1999a; 1999b) might be more usefully reconceived not in spatial terms,
higher or lower, but rather in temporally arrayed “layers,” with earlier states swiftly being
elaborated by downstream appraisals. This suggestion, as shown in figure 6.2, allows for
multiple appraisals, some very early with others falling along later in the time course of
affective experience.

For example, as illustrated in the figure, initial preconscious appraisals may trigger
emotions along a couple of fundamental dimensions, such as anxiety-calm and enthu-
siasm-lethargy. Subsequent appraisals may shape affective responses into a broader
array of specific emotional states, such as anger, fear, sadness, disgust, shame, and joy.
Finally, as conscious awareness and interpretation of emotions unfolds further, and emo-
tions become infused with greater cognitive input, individuals may experience still more
subtle variations in affect—for example, as angry-like reactions differentiate into anger,
frustration, contempt, and resentment (Clore, Ortony, Dienes, & Fujita, 1993)—or the
blending of affects into a unique emotional state—such as sadness and joy melding into
a feeling of nostalgia as one reflects on happier past times (Holak & Havlena, 1998). In
this way, the elaboration shown in figure 6.2 suggests one way to account for the richness
of affective experience while also relying on the more parsimonious account of the early
stages of preconscious appraisal. Though it should be added that for at least some circum-
stances, notably those when people confront very familiar stimuli (e.g., people, slogans,
groups, circumstances, etc.) rather than an unfolding richness we might find, in some
circumstances, the affective space collapsing even to a single valence dimension (Marcus
etal.,2000).
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3. ANTECEDENTS AND FUNCTIONS OF
EMOTIONS

This section is divided into brief discussions of emotions or “families of emotions.” Our
goal is to provide readers with a sense of the most relevant distinctions among emo-
tions, as suggested by the research literature to date, including their antecedents and
functions. These categories do not reflect any particular theory, but instead identify for
readers distinctions that have proven useful for social and political psychologists across
a variety of studies and perspectives. Indeed, as noted earlier, one theory might argue
for tying multiple categories to a single affective dimension, while another theory might
insist on splitting a single category apart into even finer distinctions. This is also not an
exhaustive list. Some emotions—surprise, jealousy, regret, sympathy, to name a few—
have received little or no attention from political psychologists to date.”

3.1. Enthusiasm, Hope, Pride, and Joy

This set of emotions illustrates well the tension between vernacular labels that attempt
to assign meaning to our experiences and scientific categories that mark distinct psy-
chological processes. They are central examples of what are often called positive or
“feel-good” emotions, and they are indeed associated with pleasurable feelings and an
approach orientation. There are some ready differences in the way people use these
terms in everyday life. Joy and happiness often refer most directly to feelings of pleasure
and may describe even more broadly a positive mood or general satisfaction with life
(Fredrickson, 2003). Enthusiasm suggests a more specific state of excitement and expec-
tation for what’s happening and what’s ahead. Hope implies a prospective orientation,
yearning for better things. Pride, in contrast, is a more retrospective feeling of pleasure
and confidence due to one’s success.

Thus, one might be tempted to treat these as distinct categories and yet, for all the
differentiation in meaning attached to the labels, it has been difficult to differentiate
these emotions observationally (based on self-reports and the like) and especially by
their consequences.® They appear very similar in terms of neural, physiological, expres-
sive, cognitive, and behavioral responses. Several scholars have argued that these feel-
ings emerge from one emotional system—variously given labels such as the behavioral
approach system (Gray, 1987), the seeking system (Panksepp, 1998), or the disposition
system (Marcus et al., 2000)—that functions to regulate and adapt behavior toward the
pursuit of rewards. People experience the emotional state associated with feelings of
enthusiasm, joy, and so on, when the system receives positive feedback about that pur-
suit, namely when rewards appear within reach, are getting closer, or have been attained.
This emotion generates the physical and mental resources for maintaining and focusing
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interest and engagement with the pursuit of those rewards in question, motivating the
expenditure of further effort to reach the goal. In the service of such goal-seeking, this
system also facilitates the learning of routines (habits of mind and body) and regulates
their execution.

Political psychologists have shown that enthusiasm—typically measured as a scale
that combines self-reported feelings from this set of emotions (e.g., “hopeful,” “proud,”
“enthusiastic,” “happy”)—increases interest in political processes, motivates politi-
cal action, and strengthens reliance on prior convictions in making political choices
(Brader, 2006; Marcus et al., 2000; Valentino et al., 2011). What triggers enthusiasm
in the political domain? In general, political psychologists have devoted less effort to
uncovering the antecedents of politically consequential emotions than the effects. But
experimental research has highlighted a few sources of political enthusiasm. These can
be substantive in origin, such as reassuring news stories about the enactment of desired
policies (MacKuen et al., 2010), the positive economic impact of social trends (Brader,
Valentino, & Suhay, 2008), or the lead one’s party has in the polls (Valentino, Hutchings,
Banks, & Davis, 2008). Enthusiasm can also be triggered in somewhat more superfi-
cial (yet equally consequential) ways, such as by the smile of a charismatic politician
(Sullivan & Masters, 1988b) or the use of uplifting music and feel-good imagery in cam-
paign advertising (Brader, 2006).°

There is much more to learn about this set of emotions. Despite the difficulties
mentioned earlier, there has been some effort to differentiate further among so-called
“positive” emotions. For example, some associate pride with an expressive impulse
(Lazarus, 1991) and argue, therefore, it may particularly motivate people to put their
views and accomplishments on display through public discussion or the wearing
and posting of political messages (Corrigan & Brader, 2011). Research on “self-con-
scious emotions” also differentiates pride by highlighting its relationship to feelings
of shame and guilt (see below). Scholars also have suggested other potential conse-
quences of enthusiasm, joy, or other “positive” emotions that remain relatively little
explored in the political realm. Evidence in social psychology suggests these emo-
tions can stimulate creative, playful thinking that leads to new solutions (Fredrickson,
2003) and assist recovery from stressful states, from “laughing off” a scare to coping
with aversive events such as disaster or terrorist attacks. Similarly, the past decade has
seen increased interest in investigating the impact of political humor, but we are not
aware of any such studies to date that treat audience reactions to successful attempts
at political humor explicitly as an emotion (i.e., amusement) and pursue its effects
accordingly.

3.2. Sadness and Disappointment

If the preceding set of emotions is associated with the successful pursuit and acquisition
of rewards, sadness and disappointment are clearly related to the reverse: failure and
loss. Not surprisingly, therefore, dimensional accounts such as the theory of affective
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intelligence posit these emotions as products of negative feedback from the same emo-
tional system that generates enthusiasm. Vernacular usage can imply subtle distinctions
in meaning for how feelings are labeled in this category: one is sad, not disappointed,
at the loss of a loved one. But this may simply reflect differences in intensity; a person
who failed to achieve a goal she had been pursuing might describe herself as disap-
pointed, sad, or depressed, as the importance of the goal and the magnitude of the fail-
ure increase. Is there an emotional difference between the loss of something valued and
the failure to obtain rewards? Evidence on the behavioral consequences does yet not
fully support such a distinction. Sadness and disappointment motivate withdrawal and
more effortful processing of information, encouraging individuals to accept the loss,
reflect on their situation, and change goals and plans accordingly (Bonanno, Goorin, &
Coifman, 2008).

Although these emotions are ubiquitous and explicitly part of prominent theories,
their political antecedents and implications are little studied. So much of politics seems
to be about stirring up passions, the heavy emphasis on high-arousal emotions such as
enthusiasm, fear, and anger, is perhaps understandable. However, sadness and disap-
pointment are hardly irrelevant to the political domain. How does sadness affect the
behavior of citizens experiencing a sense of collective and, at times, personal loss fol-
lowing events such as deadly terrorist attacks, a devastating natural disaster, or the death
of a beloved leader? Or what about the consequences of disappointment felt at the fail-
ure of one’s “side” in an election, a war, or international competition? By and large, the
answers await further study.

3.3. Fear and Anxiety

Fear is the most studied emotion, not only within political psychology (e.g., see Stein,
chapter 12, this volume), but also in the social sciences writ large. The terms fear and
anxiety (along with numerous other cognates: alarm, worry, terror, etc.) typically refer
to the same emotion in everyday discourse, conveying at most differing intensities
of feeling. Although scholars broadly agree that these are at least very closely related
“defensive” emotions, some draw distinctions between the terms. For example, clini-
cal psychologists distinguish between generalized anxiety disorders and specific fears
(phobias) that afflict individuals (Ohman & Mineka, 2001; Ohman & Soares, 1993;
Ohman, Dimberg, & Esteves, 1989). Other researchers have pointed to neurologi-
cal and behavioral differences between an emotional state (fear) associated with clear
threats and more purely avoidance reactions, on one hand, and one (anxiety) associated
with ambiguous threats and a mix of approach reactions and risk aversion, on the other
(Gray & McNaughton, 2000; Perkins, Inchley-Mort, Pickering, Corr, & Burgess, 2012).
Nonetheless, to date, most political psychologists use these labels interchangeably. On
a practical level, research subjects in surveys and experiments seem to use the terms to
report the same latent emotional experience, and such self-reports remain the principal
method of measuring emotions. It remains to be seen whether political psychologists
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can isolate more subtle differences in these emotional responses and trace them in turn
to meaningfully distinct political consequences.

The disproportionate scholarly attention focused on fear clearly reflects the central-
ity and importance of its function in human life. Fear is a product of an emotional sys-
tem—sometimes named the behavioral inhibition system (Gray, 1987), the surveillance
system (Marcus et al., 2000), or simply the fear system (Panksepp, 1998)—that moni-
tors the environment for potential threats and adapts behavior accordingly. It may be
activated as an innate response to certain classes of events that portend danger (e.g.,
unexpected loud noises, large objects quickly approaching) or as a learned response to
just about anything that has become associated with danger (LeDoux, 1996). Novelty,
or uncertainty, can trigger anxiety, since what is unknown may also be dangerous. Fear
interrupts ongoing behavior, while redirecting attention and other cognitive activity
toward dealing with the threat. Specifically, it prompts individuals to seek out informa-
tion related to the threat and to reconsider courses of action to deal with the danger in
light of present circumstances. It motivates people to remove the danger, if that is readily
doable, or, if not, to remove themselves from the danger. Thus, fear motivates (and pre-
pares the body for) risk-aversive behavior, including actions aimed at prevention and
protection, conciliatory acts, hiding, and flight. The impact of fear on memory is more
complex, with evidence that it can both enhance the encoding and recall of memories
and yet also interfere with encoding and recall.

What arouses fear among citizens? As with enthusiasm, political psychologists
have demonstrated that it can be triggered by both substantive and superficial stim-
uli. Subliminal images of snakes and skulls (Way & Masters, 1996a; Way & Masters,
1996b) and the discordant music and violent images that serve as a backdrop to cam-
paign advertising (Brader, 2006) generate anxiety that spills over to affect the way vot-
ers process political information and make decisions. Of course, fear is often activated
directly by threats conveyed by the very events, people, and policies at the heart of
political life, including, for example, the worried or uncertain expressions of political
leaders (Sullivan & Masters, 1988b), campaign news suggesting a preferred candidate
is losing (Valentino et al., 2008) or does not have the policy positions or character one
hoped (Redlawsk, Civettini, & Emmerson, 2010), stereotypic portrayals of threatening
out-groups (Brader et al., 2008), news of deadly viral outbreaks (Brader et al., 2010), or
images of terrorist attacks (Gadarian, 2010; Lerner, Gonzalez, Small, & Fischhoff, 2003;
Merolla & Zechmeister, 2009).

3.4. Calmness and Serenity

If feelings of fear arise from threatening conditions, then serenity or calmness is the state
that prevails only when threats are absent. Perhaps for this reason, dimensional accounts
of emotion, which place fear and calmness as poles on a single axis, give greater recog-
nition to this emotional state. The theory of affective intelligence, for example, posits
that calmness is generated when the surveillance system indicates everything is safe and
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expected (Marcus et al., 2000). In contrast, discrete emotion accounts rarely include
this emotion in their lists. We are aware of no research on the political antecedents and
implications of serenity. This is understandable, given that the emotional state implies
that “not much is happening,” but it nonetheless seems to hold potential significance
for politics that has gone unexplored. For example, leaders may wish to restore calm
to a public upset about the threat of war, disease, terrorism, or other crisis. Whereas
numerous studies in political psychology have investigated how to make citizens more
anxious, none yet have investigated how to make them more calm.

3.5. Anger

The status of anger has posed particular difficulties for dimensional models of emo-
tion. Although people clearly experience anger as distinct from fear, self-reported
feelings of anger often accompany those of fear. and the structural analyses have typ-
ically placed anger and fear in very close proximity (Tellegen et al., 1999a; 1999b).
This makes considerable sense in light of the fact that many of the same situations
that produce fear also produce anger (Berkowitz & Harmon-Jones, 2004; Berkowitz,
1988). Nevertheless, anger appears to be an “approach” emotion (Carver, 2004) and,
as such, its consequences often seem to have more in common with enthusiasm than
fear. In light of this, Carver recasts the dimension underlying the behavioral approach
system such that sadness anchors the low end when rewards vanish or are recognized
as unobtainable, but anger and frustration emerge along the middle of the dimension
when rewards are seen as slipping away but still within reach. Another dimensional
account, affective intelligence theory, has also evolved to argue that aversion—defined
as a cluster of feelings that includes anger, disgust, contempt, and hatred—is activated
by the same system that produces enthusiasm (i.e., the disposition system), specifi-
cally when familiar disliked or threatening stimuli present themselves (MacKuen
etal., 2010).

Whatever the challenges to defining its “place” in the structure of emotions, anger
clearly has distinct effects. Indeed, one of the most important contributions of politi-
cal psychology’s growing attention to emotions in recent years has been to explain why
threatening or aversive circumstances in politics often produce such divergent reac-
tions. Social scientists have long recognized that “threat” has a strong influence on indi-
viduals but previously did not differentiate or reconcile its myriad effects. In contrast to
those who are anxious, angry citizens cling tightly to their prior convictions and are less
receptive to new considerations or opposing points of view. Anger is a particularly pow-
erful mobilizing force that motivates people to take and support risky, confrontational,
and punitive actions.

What triggers anger? Anger emerges in situations when people are threatened or find
obstacles blocking their path to reward (see also Huddy, chapter 23, this volume). The
primary function of the set of effects just described is to marshal the cognitive and physi-
cal resources necessary to overcome such obstacles or threats. But we have already noted
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that anger and fear frequently co-occur. Moreover, fear is also a response to threats, and
sadness is also a response when rewards are not obtained. So what distinctively triggers
anger? Beyond the presence of threats and obstacles, four antecedents receive consider-
able discussion in the literature: (1) an external cause, especially the intentional actions
of some “freely acting” agent who can be blamed (Lazarus, 1991; Smith & Ellsworth,
1985); (2) coping potential, or the perception that one has some control over the situ-
ation (Carver, 2004; Frijda, 1986; Lazarus, 1991); (3) perception that the situation is
unfair, illegitimate, or undeserved (Averill, 1983; Roseman, 1991); and (4) the familiar-
ity of a threat (Marcus, 2002). Some have argued that many or all of these factors may
constitute sufficient rather than necessary conditions for the arousal of anger; no one
is essential, but each strengthens the likelihood and experience of an anger response
(Berkowitz & Harmon-Jones, 2004).

By conducting further research to isolate the causes of anger as distinct from other
“negative” emotions, political psychologists can shed light on the origins of public out-
rage and contribute to a greater understanding of anger among psychologists generally
(Krosnick & McGraw, 2002). Steenbergen and Ellis (2006), for example, draw on survey
data to suggest that anger toward presidential candidates may be rooted in assessments
of unfair or morally wrong actions. Other studies have found that intentionality of the
wrongdoer increases anger in criminal justice opinions (Petersen, 2010) and, in experi-
mental research, that situational blame and control trigger anger distinctly from fear in
response to threatening news (Brader et al., 2010).

3.6. Disgust

Much as it requires some effort to disentangle anger from fear, even more effort is
required to pull apart disgust and anger (Hutcherson & Gross, 2011). The co-occurrence
of self-reported disgust and anger to any specific elicitor is high; numerous studies use
“disgusted” as an indicator term in constructing scales for anger (Conover & Feldman,
1986; MacKuen et al., 2010; Valentino et al., 2011). The theory of affective intelligence
explicitly conceptualizes disgust as a marker for an emotional state called “aversion,”
which is also indicated by feelings of anger, contempt, and hatred (MacKuen et al., 2010).
Despite this close entanglement with anger, however, disgust reactions also clearly arise
from a distinctive and very old neural and physiological process that has evolved to
avoid and expel contamination (Rozin, Haidt, & McCauley, 2008). When people smell
decomposing bodies or urine-saturated alleyways, when they see cockroaches crawl-
ing across food or maggot-infested wounds, they automatically wrinkle their nose, curl
their upper lip, and even feel nauseous. Disgust motivates individuals to stay away from
noxious or impure stimuli and, if necessary, to purge and cleanse themselves of the pos-
sible contaminants. Scholars have recently begun to examine more fully the social and
political implications of disgust, building on the recognition that disgust reactions in
human societies seem to have been extended beyond the realm of physical impurity to
the realm of moral impurity (Schnall, Haidt, Clore, & Jordan, 2008).
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3.7. Shame, Embarrassment, Guilt, and Pride

The last set of emotions more fully represents a family or class of emotions. Although
there has been difficulty and disagreement in distinguishing among some of these feel-
ing terms, no scholars propose that they all constitute a single emotional state or dimen-
sion. Many scholars instead consider it useful to categorize these affective states together
under the label “self-conscious emotions” (Tracy, Robins, & Tangney, 2007). They are
triggered by preconscious or conscious appraisals evaluating the self, specifically com-
paring how well or poorly oneself has performed with respect to a socially prescribed
standard or norm (Lewis, Haviland-Jones, & Barrett, 2008). Both the experience and the
anticipation of experiencing these emotions can influence behavior, typically motivat-
ing people toward greater adherence with social standards.

Ordinary people (and some researchers) use shame and guilt interchangeably,
but mounting research suggests two clearly distinct emotional processes are at work
(Tangney, Stuewig, & Mashek, 2007): the first, labeled shame, is triggered when negative
self-evaluation is leveled at the whole self (I am a bad person”), while the second, guilt,
is triggered when negative self-evaluation is focused on a specific behavior (“I did a bad
thing”). The divergent consequences are stark. Shame, by far the more painful experi-
ence, causes feelings of powerlessness and worthlessness; motivates a desire to hide,
deny, or escape the situation; inhibits empathy; provokes externalization of blame and
destructive anger; and is associated with a host of psychological disorders (depression,
post-traumatic stress disorder, suicidal thoughts, etc.). In contrast, guilt elicits feelings
of remorse and regret over actions; causes heavier focus on the consequences of behav-
ior for others; and motivates reparative actions such as confession, apologies, efforts
to make amends, and desire to improve future behavior. Embarrassment manifests as
a relatively mild feeling (Lewis et al., 2008), triggered by norm violations, social awk-
wardness, and feeling exposed (i.e., conspicuous); it motivates conciliatory behavior,
attempts to win the approval of others in the group, and conformity with social norms
(Tangney et al., 2007). Finally, pride is triggered by a positive self-evaluation for meeting
standards or other socially valued outcomes and encourages further conformity with
standards.

Although these emotions may seem more the province of interpersonal relations
than politics, they bear ample relevance for politics. Self-conscious emotions likely
facilitate the informal policing and maintenance of group norms (e.g., reciprocity,
civility, acquiescence) that enable cooperation and reinforce power structures in com-
munities, formal organizations, social movements, or any peer network. For example,
the experience of embarrassment or pride at finding oneself out of or in line, respec-
tively, with the political values of one’s group elicits greater adherence and application
of those values (Suhay, 2008). Politicians and activists try at times to explicitly “shame”
(usually meaning guilt or embarrassment, by the definitions above, and so illustrative
of the confusion over terms) citizens or leaders into “doing what is right” During the
civil rights movement, Martin Luther King Jr. used these emotional tactics when he
pointed to the hypocritical gap between American principles and the realities of racial
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inequality, and again when he told white audiences that the “tragedy” of their times
lay not in the violent actions of bad people, but rather in the “appalling silence and
indifference of the good people” Without directly measuring emotions, recent studies
highlight the way get-out-the-vote efforts can motivate greater adherence to civic duty
and thereby boost turnout—ostensibly by evoking self-conscious emotions through
the actual or threatened publication of names and voting records to neighbors or mem-
bers of the community (Gerber, Green, & Larimer, 2010; Panagopoulos, 2010). As a
final example, citizens may experience collective guilt for the harmful actions of group
members (past or present), which in turn may motivate support for reparative policies
and political action on behalf of such goals (Leach, Iyer, & Pederson, 2006; Pagano &
Huo, 2007).

4. PoLITICAL CONSEQUENCES OF EMOTIONS

Research on the political consequences of emotions to date has spanned several impor-
tant substantive domains of politics, including voter decision-making in election cam-
paigns; reactions to war, terrorism, disaster; the effects of mass-mediated messages; the
formation of policy preferences; and the evolution of political activism and social move-
ments. We offer a brief and necessarily selective overview of a fast-growing body of evi-
dence demonstrating that emotions shape political outcomes in a multitude of ways. We
organize this discussion according to types of effects, ranging from how emotions affect
preferences over individual and collective political actions, thus shaping both public
opinion and political participation, to how they influence the very processes of atten-
tion, information processing, and decision-making. In the concluding section of the
chapter, we also highlight some new or neglected areas ripe for further consideration by
political psychologists.

4.1. Motivation for Personal and Political Action

In adapting behavior to meet situational needs, emotions prepare the body for and pro-
vide an impulse toward certain courses of action, sometimes called action tendencies
(Frijda, 1986). As a result, they can shape both the private and public actions of citizens.
High-arousal emotions, such as fear, enthusiasm, and anger, provide the motivation
for citizens to become engaged with and participate in politics generally (Marcus et al.,
2000). Of these, the impact of fear seems most variable and the impact of anger seems
most reliably potent, but both appear to depend on the resources or efficacy of the indi-
vidual (Brader, 2006; Rudolph, Gangl, & Stevens, 2000; Valentino et al., 2011; Valentino,
Banks, Hutchings, & Davis, 2009; see also Valentino & Nardis, chapter 18, this volume).
Political psychologists should also take note of recent work in political sociology that
documents the critical role of emotions in motivating and sustaining collective action
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in protests, social movements, and other forms of political activism (Goodwin, Jasper,
& Polletta, 2001; Gould, 2009; Jasper, 1998; 2011; see also Klandermans & Stekelenburg,
chapter 24, this volume).

The action tendencies ascribed to fear, anger, enthusiasm, sadness, and other emo-
tions are quite distinct, of course, though such implications remain relatively under-
explored in the field. Fear and anger, for example, have divergent effects not only on
the assessment of risks, but also actual risk-taking behavior. In the shadow of terrorist
attacks, fearful citizens perceive greater risks and are more likely to engage in precau-
tionary actions like screening mail and restricting travel, while angry citizens perceive
less risk and engage in more risk-acceptant behaviors (Lerner et al., 2003). Similarly,
facing a potentially deadly viral outbreak, angry citizens were more likely to write
officials demanding investigation and prosecution of those who caused the outbreak,
while fearful citizens were more likely to engage in preventative or protective behav-
iors, such as wearing a mask, increased hand washing, and reading up on the disease
(Brader et al., 2010). We should expect similar emotion-specific patterns for explic-
itly political actions where this is a fit between action tendency and type of behavior;
for example, pride ought to promote expressive displays of group loyalty, while anger
ought to motivate participation in confrontational protests or other forms of political
aggression.

4.2. From Action Tendencies to Political Attitudes

Much of politics involves collective and representational action, with governments,
political parties, or other groups acting ostensibly on behalf of others. In many or even
most cases, citizens do not act directly to pursue their goals for society, but instead
express support for particular policies or outcomes and choose leaders who will pursue
them. Thus, action tendencies should manifest as much in preferences for public action
(i.e., public opinion) as in individual participatory acts.

Indeed, scholars have found that emotions inform preferences and policy-related
attitudes across several policy domains. For example, anger and anxiety have been
the focal emotions for studies of public reactions to terrorism, with anxiety leading to
more risk-averse or isolationist policy preferences and anger leading to more support
for more confrontational policies (Fischhoff, Gonzalez, Lerner, & Small, 2005; Huddy,
Feldman, Taber, & Lahav, 2005; Lambert et al., 2010; Lerner et al., 2003; Skitka, Bauman,
Aramovich, & Morgan, 2006; Small, Lerner, & Fischhoft, 2006). Across a range of
behaviors, anger seems to promote a more confident, aggressive response during crises,
while fear causes individuals to pull back or proceed with caution (see also Druckman &
McDermott, 2008). Similarly, anxiety and anger seem to make individuals more and less
receptive, respectively, to compromise (MacKuen et al., 2010).

We also see emotions affecting opinions and decisions in the domain of morality.
While many have held that such decisions ought to rely on explicit principles, the sen-
timental approach has long held that normative actions are embedded in early habits
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of right action sustained by emotional foundations (Frazer, 2010; Hume, 1975; 1984;
Smith, 1959). A modern-day sentimentalist is Jonathan Haidt (2001). In his moral
foundations theory (Haidt & Joseph, 2007; Haidt, 2008), Haidt grounds moral judg-
ment in emotions. He argues that five foundations—harm/care, fairness/reciproc-
ity, in-group/loyalty, authority/respect, purity/sanctity—elicit the key emotions
of disgust and empathy that motivate action intended to sustain the moral codes in
question.

This formulation has stimulated and exemplified